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Abstract

The trend analysis of the production of rice is hugely important in a thickly
populated country like Bangladesh, where rice is the main food and where,
the entire economy hugely depends on the production of rice. But for the
understanding of the trend in the production of rice, it is also very crucial
to know which trend model is being used in the study, as a number of trend
models are available in the literature for the same purpose. If we use a trend
model, which is not appropriate, the subsequent analysis will be faulty and
they will be no longer reliable. So the model that we use for the analysis
must go through a tough theoretical justification. In this paper we have
used a variety of recent diagnostic techniques to find a trend model which
is appropriate in explaining the trend of rice production in Bangladesh.

Keywords and Phrases: Trend Analysis, Diagnostics, Normal probabil-
ity plot, RM test for normality, Unusual observations.

AMS Classification: 62J05, 62J20, 62M10, 62G35.

1 Introduction

Rice is the most important food in the world. More than half of the world’s population
depends on rice for food calories and protein, especially in developing countries. In
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most of Asia, rice is not only the staple food, but also constitutes the major economic
activity and a key source of employment and income for the rural population. More
than 250 million farm families cultivate rice in Asia (Fischer and Cordova, 1998). Rice
is a staple crop in Bangladesh and its production has to be enhanced to meet the food
requirement of an over populated country where the size of the population is still going
fast. That is why it is hugely important to investigate the trend of production of rice
in Bangladesh.

A variety of trend models are now available in the literature [see Gupta et al.
(1999), Sahu (2003)] for analyzing the production of major crops in a country. Among
them the linear trend model, the quadratic trend model and the compound trend
model are very commonly used. Some efforts have been made to analyze trends of
production of crops over the years using these models. But we observe that results
obtained from most of the studies are not much supported from diagnostic viewpoint.
It is now evident that any statistical analysis that lacks diagnostics checking could
produce much worse result than one can anticipate. All of the commonly used trend
models largely depend on two basic assumptions: the normality of errors of the model
and the non-existence of unusual observations (mainly outliers) in the data. In section
2, we introduce several trend models that have greater applications in explaining trends
of crop productions. We also introduce several diagnostic methods in this section that
are essential for examining the validity of assumptions the trend models require. In
section 3, we investigate different trend models from diagnostic viewpoint using the
data of the production of rice in Bangladesh for the last 43 years.

2 Trend Models and Diagnostics

In this section we introduce some commonly used methods available in the literature
for analyzing trends of productions of crops. Here we consider (a) linear trend model,
(b) quadratic trend model, (¢) compound trend model as considered by Sahu (2003)
in his study on production of four major crops of West Bengal in India.

If we denote the production of rice by Y and the year of production by ¢, the linear
trend model becomes

Y=o+ ft+c (1)
The quadratic trend model can be defined as
YV =a+ Bt +yt2+ ¢ (2)
The compound trend model takes the form
Y =af € (3)

Apparently the compound model looks like a non-linear model, but taking logarithmic
on both sides of (3) yields
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Y'=ao" + *t+€” 4)

where Y* =InY, o =lna, f* =IngB, € = In €. For all of the above models we
have included the error term € and the basic assumption about the error term € is
that it follows a Normal distribution with zero mean and constant variance.

It is a common practice over the years to judge the merit of a fitted model by the
inspection of its R? values. This method is very simple, the higher value of R? indicates
a better fit of the model. But the main limitation of R? is that it does not consider the
number of explanatory variables used in the model and hence is not suitable for model
comparisons. To overcome this problem we can consider the adjusted R? (R?). But it
is now evident that [see Ryan (1997)] both R? and R? can often produce misleading
result if it is computed without the consideration of the assumptions it requires to show
its merit. The basic assumption of having a satisfactory R? and/or R%is the normality
of errors of the model. Other important assumption is the nonexistence of unusual
observations in the data. The violation of these two basic assumptions could have
drastic consequences on the fitting of the model and the subsequent analysis. Hence
it is essential to check these assumptions before applying any statistical techniques to
the data.

There is now a very large body of literature on tests for normality of errors. One
very popular graphical method for testing normality of errors is the normal probabil-
ity plot of residuals. Here the ordered residuals are plotted against their cumulative
theoretical (normal) probabilities. Under normality, the resulting points should lie
approximately on a straight line. Substantial departures from a straight line indi-
cate non-normality of errors. In this paper we would use normal probability plots
of residuals resulting from the different trend models we considered. Although the
normal probability plots are very popular, we cannot always depend on these plots.
The decision based on graphical methods may depend on the personal choice of the
experimenter, so it is always desired to consider analytic formula for normality tests.

A variety of analytic tests are available in the literature for testing normality of
errors, among them the Shapiro-Wilk normality test, the Anderson-Darling normality
test and the Jarque-Bera normality tests have become very popular with the statisti-
cians. Both the Shapiro-Wilk and the Anderson-Darling normality tests are compu-
tationally extensive and cannot be used without the help of special tables designed
for these tests. On the other hand, the Jarque-Bera (JB) test is computationally very
simple. This test requires the only coefficients of skewness and kurtosis of the obser-
vations and can be done without the help of any special tables. The JB test statistic
is defined as

b2 (by—3)?
RM = 2 + =" 5
DY (5)
where by and by are sample skewness and kurtosis of the residuals and Ay = 6 and

n
Ay = 271—4 are the asymptotic variances of the sample skewness and kurtosis. Under
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normality the JB statistic follows a chi-square distribution with 2 degrees of freedom.

But the main disadvantage of the JB test is that it often suffers from possessing
very poor power [see D’Agostino (1986)] when the errors are not normal. In recent
years test based on Rescaled Moment (RM) of residuals suggested by Imon (2003)
has become popular with the statisticians. Like the Bowman-Shenton test, this test
requires only the coefficient of skewness and kurtosis of the residuals but in a rescaled
form that have a very simple relationship with the original ones. This test can be
performed without the help of any special tables, but the main advantage of this test
is that it possesses very good power when the errors are not normal. The rescaled
moments suggested in this test can be expressed in terms of the original moments as

msy 2(
mi(€) ~ Ams(€)
mi(€) et [ma(@) =3 (1-e?) {ma(&)}]

where € is the set of OLS residuals, m} (&) = 1 3 e and ¢ = )

Using the above results we obtain the rescaled coefficient of skewness and kurtosis of
residuals as

. m3 Ama 3
by = 3?/)2 = 3~ € b, (6)
my c3famy
4 1y,2
,_omp _ ctma—3(1— F)mj] 2 2
by = i 22 =c’by—3(c?—1) (7)

Substituting the values of (6) and (7) in (5) we obtain the RM statistic for testing
normality as

n
RM = ¢*—
“%

a2
b%—kcLQ 43) ] (8)

In this paper we would use the RM test for normality to see whether the trend models
are satisfying the normality of errors or not.

We would also like to investigate the presence of autocorrelation and the presence
of any unusual observations like outliers and influential observations. We employ the
time series plot of residuals and the Durbin-Watson (DW) test to detect the presence of
autocorrelation which affects the efficiency of the estimators. The existence of unusual
observations does not necessarily mean that these observations are bad, it may indicate
that the fitted models are inappropriate to accommodate the observations. So the
problem of outliers can be viewed as the problem of inappropriateness of the model
used to fit the data. There are a large number of diagnostic methods available in the
literature to identify unusual observations. Here we consider the deleted Studentized
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residuals (often referred to as R-Student residuals) proposed by Cook and Weisberg
(1982) to identify outliers and Cook’s distance proposed by Cook (1977) to identify
influential observations.

3 Trend Analysis of Production of Rice

In this section we offer a comparison between some commonly used methods available
in the literature for analyzing trends of productions of crops from diagnostic point of
view. We consider linear trend model, quadratic trend model and compound trend
model as they are defined in the previous section. We use the data of FAOSTAT for
the production of rice in Bangladesh from the year 1961 to 2003.

To have an idea about which of the above three models are appropriate we at
first make a simple scatter plot of production of rice against the year of production
as it in given in Figure 1(a). We observe from this plot that there is a nearly linear
relationship between the production of rice and the year of production except few
observations at the top right corner of the plot. This plot suggests that a compound
trend model could be more appropriate for this data. This plot also suggests that a
quadratic trend model could come in a little use for this data. This plot also suggests
that a quadratic trend model could come in a little use for this data. Then we plot
log production of rice against year as given in Figure 1(b) and it appears that, this
plot is showing more linearity between the two variables than the former one.
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Figure 1: Scatter plot of (a). Production of Rice (b). Log Production of Rice against Year
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Figure 2: Normal probability plot of residuals obtained from (a) the linear trend model (b) the
quadratic trend model (c) the compound trend model
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We have fitted the three trend models using the data of rice production of Bangladesh
from the year 1961 to 2003 by using the ordinary least squares (OLS) method. As we
know that the OLS method heavily depends on the normality assumption of errors, we
have presented the Normal probability plots of residuals [Figures 2(a)-2(c)] for each
model. We observe from these plots that the linear and the quadratic trend models are
not satisfying the normality assumption of the random errors. The linear trend model
is slightly better than the quadratic model but its performance is not satisfactory.
The wiggles of curves as shown in Figures 2(a) and 2(b) indicate that both the linear
and quadratic trend models may be affected by outlying observations. However, the
compound trend model perfectly obeys the normality assumption of the errors and
performs best overall to explain the trend of production of rice in Bangladesh.
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Figure 3: TS Plot of residuals for (a) linear trend model (b) the quadratic trend model (c) the
compound trend model

Since the rice production data is a time series data, there is a strong possibility that
the problem of autocorrelation might occur in this data. We have considered the time
series (TS) plot of residuals for the three fitted trend models as shown in Figure 3. We
observe from these plots that there is evidence of first order positive autocorrelation
for all trend models considered for the rice production data of Bangladesh. But the
autocorrelation problem is severe for linear and quadratic trend models but mild for
the compound model.

Table 1 offers an analytic comparison of the three trend models when they are fitted
by the OLS method. The results of the coefficients of the three fitted models together
with their corresponding p values are presented in this table, which also presents the
value of, adjusted, the values of JB and statistics for normality tests, the Durbin-
Watson statistic for autocorrelation, maximum R-Student residual for the detection
of outliers and maximum Cook’s distance for the detection of influential observations.
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Table 1: Diagnostics associated with the trend models for the production of rice in Bangladesh

Components Linear Quadratic Compound
Estimating form - 1004270884 + 518123.708 t -491204420.9 + 518123.708 ¢ + 130.802 t° (1.00653E-12) 1.0227%
of Y (0.0001) ( 0.0001) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001)
RZ 0.891 0.892 0.941

Adjusted R? 0.888 0.889 0.939

JB (4.61) 4.710 4.610 1.140

RM (4.61) 5.437 5.733 1.374

Max. R-Student 2.737 2.741 2.250

residual (2.5)

Max. Cook’s dis- 0.252 0.253 0.173

tance (1.0)

DW 0.420 0.424 1.003

We observe from the results presented in Tablel that the compound trend model
is the best overall, as it possesses the highest R? and adjusted R? values among the
three trend models considered in our study. The Jarque-Bera and RM test clearly
show that the compound trend model obeys the normality assumption of errors. But
both the linear and the quadratic trend models show nonnormality at the 10% level of
significance and the RM test possesses better power than the JB test. Cook’s distances
for all the observations are less than the cut-off values presented in parentheses in Table
1. But we observe from the same table that both the linear and quadratic models are
inappropriate to fit this data as they have at least one outlier each as the values of
R-Student residuals indicate. However, the compound trend model is free from this
problem. The DW statistic shows that severe autocorrelation problems exist for both
linear and quadratic trend models, but this problem is only moderate for the compound
trend model. So, we finally declare the compound trend model as the most suitable
method from the diagnostic point of view for examining the trend of rice production
in Bangladesh.

4 Conclusions

In this paper our main effort was to find out a suitable trend model for the production
of rice in Bangladesh. In this paper we try to emphasize that the model under consid-
eration must go through a tough theoretical justification, otherwise the inference may
not be reliable. Here we compared the performances of the most commonly used linear,
quadratic and compound trend models using the rice production data of Bangladesh
for the last 43 years. Our study shows that the compound trend model outperforms
the other two models in all respects. In this paper we also see that Bangladesh is
maintaining a compound growth rate of 1.0227 per year in the production of rice,
which is very encouraging.
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