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Abstract

The aim of the present study is to forecast some fertility parameters of
Bangladesh. A few mathematical time trend models have been fitted to
time series data on crude birth rate (CBR), total fertility rate (TFR), gross
reproduction rate (GRR) and net reproduction rate (NRR). CBR follows
quadratic (i.e. parabolic) polynomial model while TFR, GRR and NRR
follow simple linear regression model. Model validation technique such as
cross-validity prediction power (CVPP), ρ2cv, is applied to these models to
verify whether they are valid or not. It is seen that all the parameters of
these fitted models are highly statistically significant. It is also found that
all these fitted models are more than 88% stable and more than 90% of
variance is explained.
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1 Introduction

It is to be noted that a lot of works have been carried out for estimating the demo-
graphic parameters of Bangladesh. Some have used raw data to estimate the param-
eters and some have used indirect techniques to do these. These estimates suffer too
much for their qualities of their raw data. We got different estimates for the parame-
ters from different sources at various point of time. It is found that all the parameters
are functions of time. Hence, we can have a time trend model which can provide us
the estimates of the parameters with the changes of time. So an attempt has been
made here to develop some time trend models for estimating the parameters CBR,
TFR, GRR and NRR. The specific objectives of this study are:

i) to fit appropriate mathematical time trend models of CBR, TFR, GRR and
NRR for Bangladesh,

ii) to apply cross-validity prediction power (CVPP), ρ2cv, to these models whether
they are valid or not, and

iii) to forecast these fertility parameters of Bangladesh up to 2005.

2 Data and Methodology

2.1 Sources of Data

The secondary data of crude birth rate, total fertility rate, gross reproduction rate
and net reproduction rate of Bangladesh have been taken from Statistical Year Book
of Bangladesh (BBS, 1980, 1986, 1999 and 2001). These rates have been used to fit
mathematical models.
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Table 1: The CBR, TFR, GRR and NRR of Bangladesh During 1980-1998.

Years CBR TFR GRR NRR

1980 33.4 4.99 2.46 1.83
1981 34.6 5.04 2.49 1.84
1982 34.8 5.21 2.56 1.87
1983 35 5.07 2.48 1.82
1984 34.8 4.83 2.34 1.81
1985 34.6 4.71 2.2 1.79
1986 34.4 4.7 2.29 1.8
1987 33.3 4.42 2.14 1.69
1988 33.2 4.39 2.21 1.74
1989 33 4.35 2.1 1.72
1990 32.8 4.33 2.1 1.71
1991 31.6 4.24 2.06 1.7
1992 30.8 4.18 2.03 1.62
1993 28.8 3.84 2.01 1.57
1994 27.8 3.58 1.81 1.48
1995 26.5 3.45 1.68 1.46
1996 25.6 3.41 1.66 1.46
1997 21 3.1 1.52 1.37
1998 19.9 2.98 1.45 1.31

Source: (BBS, 1980, 1986, 1999 and 2001)

3 Methodology

3.1 Model Fitting

i) From the dotted plot of years and crude birth rate (CBR) (Figure 1), it is seen
that CBR shows downward trend with time and a polynomial can be fitted. In
this case, an nth degree polynomial model is treated and the model of the nth

degree polynomial is

y = a0 +
n∑

i=1

ai x
i + u

(Montgomery, 1982), where, x is years; y is CBR; a0 is the constant; ai is the
coefficient of xi (i =1, 2, 3,..., n) and u is the error term of the model. Here we
have to choose a suitable n for which the error sum of square is minimum. We
can do this work using the software Econometric Views.
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ii) The scattered plot of total fertility rate (TFR) and years is shown in Figure 2.
It is observed that TFR is going downward with respect to time with some sort
of random distortions. So a linear regression model of type

y = a0 + a1x+ u

can be fitted. Where, x represents the years; y represents TFR; a0, a1 are
parameters and u is the disturbance term of the model.

iii) The dotted plot of years and gross reproduction rate (GRR) are shown in Figure
3. It is also observed that GRR follows simple linear relation. Therefore, a
simple linear regression model is fitted and the form of the model is found to be:

y = a0 + a1x+ u

where, x represents the years; y represents GRR; a0, a1 are parameters and u is
the disturbance term of the model.

iv) Again, from the scattered plot of years and net reproduction rate (NRR) (Figure
4), it is observed that NRR can also be fitted by simple linear regression model.
Therefore, the form of the model is found to be:

y = a0 + a1x+ u

where, x represents the years; y represents NRR; a0, a1 are parameters and u is
the disturbance term of the model.

v) We are using time series data for the analysis. So, it would be frequent to deal
with ARIMA (Autoregressive Integrated Moving Average) models of the type:

Xt = α+ λt+

p∑

i=1

βiXt−i +

q∑

j=1

δjut−j + ut

where t is the time trend component, Xt = ∆dYt = ∆d−1(Yt − Yt−1) and for
d = 1 Xt is the first difference of the variable Yt. This is an ARIMA (p, 1,
q/C,t) model which includes intercept, trend, p autoregressive terms, q moving
average terms, and differencing parameter d=1.

The value of d is determined by the stationarity criterion of the variable. Unit
root test is applied in this case (MacKinnon, 1996). The order combination
of p and q can be done using the significant effect of estimated parameters
under a stationary estimation process (inverted roots) subject to the AIC (Akaike
Information Criterion) is minimum (Gujarati, 1995; Pankratz, 1991; Cleary and
Hay, 1980).
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Fig. 1 Actual, Fitted and Residual of Crude  
Birth Rate of Bangladesh 

 

 

 

 

 

 

 

 

 

Fig. 2 Actual, Fitted and Residual of Total 
Fertility Rate of Bangladesh 

 

 

 

 

 

 

 

 

 

Fig. 3 Actual, Fitted and Residual of  
Gross Reproduction Rate of Bangladesh  
 

 

 

 

 

 

 

 

 

 

Fig. 4 Actual, Fitted and Residual of Net 
Reproduction Rate of Bangladesh 
 

 

 

 

-3

-2

-1

0

1

2

15

20

25

30

35

40

80 82 84 86 88 90 92 94 96 98

Residual Actual Fitted

-0.4

-0.2

0.0

0.2

0.4

2.5

3.0

3.5

4.0

4.5

5.0

5.5

80 82 84 86 88 90 92 94 96 98

Residual Actual Fitted

-0.2

-0.1

0.0

0.1

0.2

1.0

1.5

2.0

2.5

3.0

80 82 84 86 88 90 92 94 96 98

Residual Actual Fitted
-0.10

-0.05

0.00

0.05

0.10

1.2

1.4

1.6

1.8

2.0

80 82 84 86 88 90 92 94 96 98

Residual Actual Fitted

4 Model Validation

To check, how much these models are stable over the population, the restricted cross
validity prediction power (RCVPP), ρ2rcv, is applied (Khan and Ali, 2003). Here

ρ2rcv = 1− w(1−R2), R2 ≥ 1− w−1, w =
(n− 1)(n − 2)(n + 1)

n(n− k − 1)(n − k − 2)
, n > k + 2

where, n is the number of cases, k is the number of explanatory variables in the model
and the cross-validated R is the correlation between observed and predicted values of
the dependent variable. Using the above statistics, it can be concluded that if the
prediction equation is applied to many other samples from the same population, then
(ρ2rcv×100% of the variance on the predicted variable would be explained by the model
(Stevens, 1996).



336 International Journal of Statistical Sciences, Vol. 6s, 2007

5 Results and Discussion

Fitting polynomial of CBR on time a second degree polynomial of the form

ŷt = 35.89868 − 0.38937t2

is obtained. The coefficient of determination R2 = 0.932 and ρ2rcv = 0.919.

Again, fitting a simple regression of TFR on time, an equation

ŷt = 5.440351 − 0.118667t

is obtained. The R2 of the model is 0.946 and ρ2rcv is 0.919.

Fitting a regression of GRR on time, it is found that the regression line is

ŷt = 2.652281 − 0.056860t

giving R2=0.932 and ρ2rcv = 0.919.

Lastly, a regression line of NRR on time gives the relation

ŷt = 1.952982 − 0.029035t

with R2=0.906 and ρ2rcv=0.882.

The fitted models with their computed RCVPP (ρ2rcv) and shrinkages corresponding to
their R2 have been summarized in Table 2. From this table, it is seen that all the fitted
models posses the higher explanatory powers exceeding 90% and their shrinkages are
0.01258, .0099, 0.01256, and 0.01831, respectively. These imply that all these models
are more than 90% stable (as explained by Stevens, 1996).
The information on time trend fitted models have been presented in Table 3 and
Table 4. From Table 3, it is observed that all the variables are non-stationary and
are stationary after first difference. Fitted ARIMA models for the variables have been
summarized in Table 4. Models selected in Table 4 are subject to the significance of
parameter estimates and to the minimum AIC levels. Comparing the shrinkage in
Table 2 and Table 4 it can be authenticated that the fitted models in Table 2 are more
stable than the fitted models in Table 4.
It should be mentioned here that the usual models, i.e. Gompertz model or Makeham
model, exponential model, log-linear model and logistic model were also applied but
seem to be worse fitted with respect to their shrinkages. Therefore, the results of these
models were not shown here. Thus, we would like to accept the fitted models shown
in Table 2 and would like to forecast using these fitted models.
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Table 2: Estimated Cross-Validity Prediction Power, ρ2cv of the Predicted Equations
of CBR, TFR, GRR and NRR of Bangladesh.

Models n k R2 ρ2rcv Shrinkage

ŷt = 35.89868 − 0.38937t2 (For CBR) 19 1 0.931707 0.91900 0.01258
prob.=(0.0000) (0.0000)

ŷt = 5.440351 − 0.118667t (For TFR) 19 1 0.946106 0.946106 0.0099
prob.=(0.0000) (0.0000)
ŷt = 2.652281 − 0.056860t (For GRR) 19 1 0.931827 0.919269 0.01256
prob.=(0.0000) (0.0000)

ŷt = 1.952982 − 0.029035t (For NRR) 19 1 0.90598 0.882289 0.01831
prob.=(0.0000) (0.0000)

Here, t is the time trend component, and prob. indicates
the significant level of estimated parameters.

Table 3: Unit Root Test.

Variables Specification DF-Value MacKinnon Critical Stationary at
Value at 5% level

CBR None -2.288904 -1.9627 First Difference

TFR None -2.219726 -1.9627 First Difference

NRR None -3.174887 -1.9627 First Difference

GRR None -3.338522 -1.9627 First Difference

To study the residual analysis of these models the residuals have been plotted in the
graph, which are shown in Figures 1 to 4. The forecasted values of these models have
been presented in Table 5 and in Figures 5 to 8. From the table and figures, it is seen
that all these fertility parameters are showing decreasing trend during 1999-2005.
It should be mentioned here that all these time trend models have been estimated
using the software Econometric Views.
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Table 4: Fitted ARIMA models.

Variables Fitted Models AIC R2 n RCVV Shrinkage
and models (k) ρ2rcv
CBR X̂t = 0.888375 − 0.155136t−0.946993ût−1 -0.582655 0.709179 18 0.6324 0.0767
ARIMA(0,1,1/C,t) Prob.=(0.00000) (0.0000) (0.0000) (2)

Inverted MA=0.95

TFR X̂t = −0.143346 + 0.584681Xt−1 − 0.989705ût−1 -4.186036 0.342328 17 0.0817 0.2606
ARIMA(1,1,1/C) Prob.=(0.00000) (0.0158) (0.0000) (2)

Inverted AR=0.58, Inverted MA=0.99

GRR X̂t = −0.071317 + 0.586181X t−1 − 0.9899ût−1 -4.898500 0.252542 17 R2 < 1−w−1 = 0.2838
ARIMA(1,1,1/C) Prob.=(0.00000) (0.0376) (0.0000) (2) and RCVV is equal to

Inverted AR=0.59 , Inverted MA=0.99 zero (Khan and Ali, 2003)

NRR X̂t = −0.002907t − 0.989948ût−1 -6.809671 0.523676 18 0.3488 0.1748
ARIMA(0,1,1/t) Prob.=(0.00000) (0.0000) (0.0000) (2)

Inverted MA=0.99

Here Xt is the first difference of variable (s), AIC is the Akaike Information Criterion, n is the sample size
after adjusting the endpoint, and k is the number of predictors used in the model.
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Table 5: The Forecast Values During 1999-2005.

Years CBR TFR GRR NRR

1999 20.3238 3.067018 1.515088 1.372281

2000 18.72738 2.948351 1.458228 1.343246

2001 17.05308 2.829684 1.401368 1.314211

2002 15.30091 2.711018 1.344509 1.285175

2003 13.47086 2.592351 1.287649 1.25614

2004 11.56294 2.473684 1.230789 1.227105

2005 9.577139 2.355018 1.20393 1.19807

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 Forecast Values of Crude Birth Rate  
of Bangladesh 

 

 

 

 

 

 

 

 

 

 
Fig. 6 Forecast Values of Total Fertility Rate of  
Bangladesh 
 

 

 

 

 

 

 

 

 

 

 

Fig. 7 Forecast Values of Gross Reproduction 
Rate of Bangladesh  

 

 

 

 

 

 

 

 

 

 

Fig. 8 Forecast Values of Net Reproduction Rate 
of Bangladesh 
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6 Conclusion

In the present study, crude birth rate of Bangladesh follows 2nd degree (i. e. quadratic)
polynomial model in which the term containing t is absent. On the other hand, total
fertility rate, gross reproduction rate and net reproduction rate of Bangladesh follow
simple linear regression model. These models have the highest explanatory powers
exceeding 90% with more than 90% stability. These time trend models have been
provided forecasted values during 1999-2005.
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