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Abstract

Meta-analysis and cumulative meta-analysis of pairwise correlations are carried out among
the three cholesterol variables: low-density lipoprotein (LDL), non-high density lipopro-
tein (NHDL) and Apolipoprotein B (APOB), in a study to assess efficacy of Ezetimibe
coadministered with statins in patients with hypercholesterolemia. Cochran’s Q statistic
is used to test the homogeneity of correlations, and the test is carried out based on the
correlations themselves, and based on the transformed quantities obtained by applying
Fisher’s transformation. Type I errors of the tests are evaluated by simulation. Meta-
analysis of the correlations is carried out under a random effects model, and appropriate
forest plots are obtained. A cumulative meta-analysis is also carried out. Homogeneity
test using Cochran’s Q statistic resulted in inflated type I errors when the correlations are
directly used, unless the sample sizes are large within each study. However, homogeneity
test carried out after Fisher’s variance-stabilizing transformation controls the type I error
probability. In all cases, the homogeneity test resulted in a rejection of the homogeneity
hypothesis concerning the correlations. Nevertheless, meta-analysis and cumulative meta-
analysis were carried out, noting that the pairwise correlations among LDL, NHDL and
APOB are all quite high.
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1 Introduction

Pearson’s correlation coefficient is the primary effect size for assessing the linear re-
lationship between two variables. The effect size can be taken to be the value of the
population correlation p itself, or {, based on Fisher’s variance-stabilizing transforma-
tion, given by

1 1
(== [ln + p]'
2 1—0p
These measures are readily estimated using the sample correlation r:
p=r.
2 1 1+r
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with respective approximate variances as (see Rao [1])
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The estimated variances are then obtained by replacing p in the above expressions
by its estimate, namely, r:
(1—1r2)?
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A standard test for checking homogeneity of effect sizes is a test due to Cochran
[2], which is carried out using an approximate chisquare distribution. If the effect size
of interest is a correlation, homogeneity can be tested based on the correlation itself, or
based on the Fisher’s transformed variable. A natural question is whether the choice
between these two alternatives makes any difference. It turns out that for Cochran’s
homogeneity test statistic, the chisquare distribution can be a poor approximation if
we deal directly with the correlations, but is quite satisfactory if we make the Fisher’s
transformation. This has already been noted in the literature; see Field [3], Sanchez-
Meca and Marin-Martinez [4], and Viechtbauer [5]. Numerical results in this direction
are also reported in the next section. The message appears to be that a transformation
of the estimated effect size may provide a more accurate chisquare approximation for
the Cochran’s homogeneity test statistic. The above cited articles, as well as Hedges
and Vevea [6] also address methodology for combining correlations.

The motivation for our investigation came from a meta-analysis of the results
from 29 different studies primarily dealing with the cholesterol lowering efficacy of
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Ezetimibe co-administered with statins, in comparison with statins alone. Some of
these studies also had Ezetimibe alone and Placebo arms. Data were available on the
three variables low-density lipoprotein (LDL), non-high density lipoprotein (NHDL)
and Apolipoprotein B (APOB), and the problem of interest is inference concerning the
three pairwise correlations among these variables. The correlations turned out to be
quite high; in fact, very often, above 0.90. Meta-analysis of the pairwise correlations
among these three variables is reported in Section 3 of this article. It turns out that
the homogeneity hypothesis is rejected in each case, indicating heterogeneity among
the correlations across the studies. Nevertheless, we have performed a meta-analysis
for combining the evidence on the correlations from the different studies. We have
done this under a random effects model, and have reported the results along with
appropriate forest plots.

In Section 3, we have also reported the results from a cumulative meta-analysis of
the correlations. We recall that cumulative meta-analysis is defined as the repeated
performance of meta-analysis whenever a new trial becomes available for inclusion,
and the procedure is often used to track evidence of the event under study over time;
see Lau, Schmid and Chalmers [7] and Leimu and Koricheva [8]. In cumulative meta-
analysis studies are added one at a time, typically according to the date of the study,
and the results are summarized as each new study is added. Results of a cumulative
meta-analysis of the correlations are reported in Section 3 along with plots. The paper
is concluded with a brief discussion in Section 4.

2 The Meta-analysis of Correlations

In this section we briefly describe the standard statistical meta-analysis procedure in
general terms; see Hedges and Olkin [9] and Hartung, Knapp and Sinha [10].

If 6,’s are the estimated effect sizes from k different studies with true effect sizes
01,02, ...,0) and with corresponding estimated variances 62(0;) (i = 1, 2, ..., k), the
test statistic due to Cochran ([2]) for testing homogeneity of effect sizes

H0191:92:...:9k

is given by

~ ~ 2 1 ~ Z w;y 92
Q ZZ:; Wi <92 9fzm> where,  w; &?(él) > Hfzm Z w; >
Under Hy, the distribution of @Q is approximated by a x? with k& — 1 df. The test
rejects Hy at level o if Q > X%—l;l—oﬂ where X%—l;l—a is the 100(1 — «)th percentile of
the chi-square distribution with & — 1 df.
Assume we do not reject Ho, then a combined estimate of the common effect size
¢ is given by a weighted combination of the 6;’s, namely, 6;, defined above, with
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confidence interval for # as follows,

Cl; : Large-sample confidence interval

Oric £ /1) 3 w5 Z1—a/2

CI : Follmann and Proschan [11]

éfix +/1/37;w; te—1:1-a/2>

CI3 : Hartung and Knapp [12], Sidik and Jonkman [13]
Ofiz £ /T th—1.1—a/2: 4= 77 S wil0 = Opia)?/ Yy wi = Q/[(k — 1) Sy wil,

where 21 _, /o denotes the 100(1—a/2)th percentile of the standard normal distribution,
and tj,_1;1_a/2 denotes the 100(1 — a/2)th percentile of the t-distribution with k — 1
df.

If Hy is rejected, it is not proper to do meta-analysis unless we find reasons for
heterogeneity and make an attempt to explain them. Suppose the lack of homogeneity
is because the mean themselves might arise from a so called super population, thus
leading to their variability and apparent differences. We can then conduct the meta-
analysis using one-way random effects model.

e Observational model: A A
0~ N (0.,5%(0,))
e Structural model:
0; ~ N (0,7°)
e Marginally,
éi ~ N <9,T2 + 5‘?(@2))
A common choice to estimate 72 is the DerSimonian-Laird estimator [14], defined

b Q—(k-1)
DS S — W S w;

Then a combined estimate of @ is given by

as
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with its confidence interval as follows,

CI; : Large-sample confidence interval

éran + vV 1/ ZZ (% Zl—a/27

CIy : Follmann and Proschan [11]
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CI3 : Hartung and Knapp [12], Sidik and Jonkman [13]
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Now suppose we have population correlations p1, ps, ..., pr from k independent
studies, and consider the problem of testing homogeneity of the correlations,

Hy:pr=p2=...= pg. (1)
Suppose 11, T2, ..., 1L are the corresponding sample correlations based on sam-
ples of sizes ny, no, ..., ng, respectively, and 21, z2, ..., 2z, are the corresponding

z—transformed quantities. Cochran’s homogeneity statistics, say Q(r) and Q(z), based
on the 7;’s and the z;’s, respectively, are given by

k _ k
B N (e V(R Whemzzzmm—l)/a—r)
o ; (1—r})? ’ SF (= 1)/(1 —r2)2

k k
. i 7 (ng—3)
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Since the chisquare distribution for Q(r) and @(z) are only approximations, we sim-
ulated the type I error rates of the corresponding homogeneity tests. The simulation
study was carried out using the R software (2009) (Version 2.10.1). We first consid-
ered k = 29 studies and chose the sample sizes n;’s corresponding to the application
discussed in the next section. For various values of the population correlations p;’s,
assumed to be all equal to p, the type I error rates of the homogeneity tests based
on Q(r) and Q(z) are given in Table 1 below. Each estimated Type I error rate is
based on 10,000 simulation runs, by generating a random sample directly from the
distribution of the sample correlation coefficient.

(2)

Table 1: Type I error rates for the sample sizes in the application, for a 5%
significance level.
p Q(r) | Q)
0.1 | 0.0557 | 0.0491
0.2 | 0.0589 | 0.0489
0.3 | 0.0589 | 0.0494
0.4 | 0.0588 | 0.0495
0.5 | 0.0605 | 0.0509
0.6 | 0.0605 | 0.0493
0.7 | 0.0637 | 0.0521
0.8 | 0.0615 | 0.0515
0.9 | 0.0647 | 0.0542

The numerical results in Table 1 show that the homogeneity test based on Q(r),
that directly uses the correlations, has a slightly inflated type I error. Nevertheless,
the test is somewhat accurate. However, the homogeneity test based on Q(z), i.e.,
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based on the Fisher’s z-transformed variable, maintains the type I error satisfactorily.
We note that the sample sizes used in Table 1 are fairly large.

From a practical point of view, it maybe of some interest to see how the tests will
perform when the sample sizes are small. For sample sizes all equal to 20, and all
equal to 100, and the number of studies k = 4, 8 and 32, Table 2 and Table 3 give the
type I error rates of the two tests.

Table 2: Type I error rates, for a 5% significance level,
when n; = 20, fori =1, 2, ..., k

k=4 k=28 k=32

» | Q] @0 | e ] em | e ] ee
0.1 | 0.1146 | 0.0475 | 0.1857 | 0.0551 | 0.4125 | 0.0542
0.2 | 0.1176 | 0.0540 | 0.1749 | 0.0579 | 0.3897 | 0.0539
0.3 | 0.1067 | 0.0500 | 0.1655 | 0.0544 | 0.3592 | 0.0519
0.4 | 0.0970 | 0.0497 | 0.1314 | 0.0475 | 0.3137 | 0.0495
0.5 | 0.0871 | 0.0517 | 0.1227 | 0.0521 | 0.2640 | 0.0477
0.6 | 0.0668 | 0.0508 | 0.0989 | 0.0495 | 0.2104 | 0.0539
0.7 | 0.0516 | 0.0515 | 0.0756 | 0.0471 | 0.1580 | 0.0480
0.8 | 0.0305 | 0.0472 | 0.0526 | 0.0466 | 0.1200 | 0.0496
0.9 | 0.0207 | 0.0503 | 0.0352 | 0.0467 | 0.0784 | 0.0430

Table 3: Type I error rates, for a 5% significance level,
when n; = 100, fori =1, 2, ..., k

k=4 k=28 k=32

) | Q] @0 | Q0] @B | Q0] Qe
0.1 | 0.0573 | 0.0466 | 0.0707 | 0.0498 | 0.0884 | 0.0491
0.2 | 0.0625 | 0.0510 | 0.0700 | 0.0530 | 0.0943 | 0.0530
0.3 | 0.0625 | 0.0506 | 0.0698 | 0.0536 | 0.0897 | 0.0512
0.4 | 0.0563 | 0.0480 | 0.0644 | 0.0511 | 0.0861 | 0.0487
0.5 | 0.0527 | 0.0474 | 0.0604 | 0.0469 | 0.0822 | 0.0474
0.6 | 0.0523 | 0.0491 | 0.0571 | 0.0469 | 0.0733 | 0.0500
0.7 | 0.0520 | 0.0544 | 0.0535 | 0.0493 | 0.0679 | 0.0483
0.8 | 0.0459 | 0.0491 | 0.0481 | 0.0464 | 0.0658 | 0.0503
0.9 | 0.0430 | 0.0502 | 0.0451 | 0.0478 | 0.0601 | 0.0495

The overall conclusion emerging from the above tables is that the homogeneity test
based on Q(r) should not be used, unless the sample sizes are large within studies. The
performance of Q(r) becomes worse when the sample sizes within studies are small,
the number of studies is large, and the common correlation p is small. In fact, for k =
32 and the sample sizes within each study equal to 20, the type I error probability can
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be as high as 0.41! The type I error probabilities of Q(r) given in Table 2 and Table 3
also show a decreasing trend as p becomes large. On the other hand, in all scenarios
considered for simulation, the test based on Q(z) continues to perform satisfactorily.

3 Application

The application that we shall discuss in this section is on the meta-analysis of the
results from 29 different studies primarily dealing with the cholesterol lowering efficacy
of Ezetimibe co-administered with statins (Treatment 1), in comparison with statins
alone (Treatment 0); see [15]-[41] (two studies each are reported in Cruz-Fernandez
et al. [24] and in Gagne’ et al. [30]). We refer to Figure 1 and Figure 2, where the
sample sizes in the different studies are explicitly given. Furthermore, 15 studies had
subjects not on statin at baseline (referred to as subjects belonging to the “first line”),
and 14 studies had subjects on statin at baseline (referred to as subjects belonging
to the “second line”). Data were available on the three variables LDL, NHDL and
APOB, at baseline, and at the termination of the studies. The problem of interest in
this investigation is inference concerning the three pairwise correlations among these
variables, at baseline and at study-end. Furthermore, it is of interest to separately
analyze the correlations for subjects in the first line and for those in the second line, and
also for those under Treatment 0 and Treatment 1. We first tested the homogeneity of
the pairwise correlations for the correlations in all the different categories mentioned
above. Based on the statistic Q(z), the homogeneity hypothesis is rejected in all cases;
in fact, the p-value is less than 0.0001 in all the cases.

In spite of the above, we did perform a meta-analysis of the pairwise correlations
among the variables under a random effects model, and obtained forest plots. For
example, a forest plot based on the baseline correlations between the variables LDL
and NHDL is given in Figure 1. The figure gives the confidence intervals computed
from the different studies, along with the results of the meta-analysis based on a
random effects model. The plot in Figure 1 is obtained using the correlation data at
baseline between the pair LDL and NHDL based on all available data on the pair.
Here w(random) stands for the weights v defined in Section 2. From the meta-analysis
reported in Figure 1, we conclude that the baseline correlation between LDL and
NHDL is quite high.

Similar plots can obviously be obtained for all the different types of correlations.
Similar to Figure 1, Figure 2 provides a forest plot obtained after using Fisher’s trans-
formation. We note that the results are somewhat similar to those in Figure 1. Here
we would like to emphasize that when the homogeneity hypothesis is rejected, which
is the scenario in our case, it is more appropriate to use a random effects model for
performing the meta-analysis, as already noted in Section 2. Consequently, we have
not included the analysis under a fixed effects model.

For the baseline correlation data between the variables LDL and NHDL, we shall
now report the results of a cumulative meta-analysis based on a random effects model.
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Study Total COR 95%-Cl W(random)
Gagne C, et al.(2002a) 473 : 0.9167 [0.9023; 0.9311] 3.6%
Gagne C, et al.(2002b) 296 0.9751 [0.9695; 0.9807] 3.7%
Davidson M, et al. (2002) 668 L H 0.8652 [0.8461; 0.8843] 3.5%
Kerzner B, et al. (2003) 548 . 0.8688 [0.8483; 0.8893] 3.5%
Melani L, et al. (2003) 538 - 0.8815 [0.8626; 0.9004] 3.5%
Ballantyne, et al. (2003) 628 R 0.8850 [0.8680; 0.9020] 3.6%
Dobs AS, et al. (2003) 100 —— 0.9581 [0.9419;0.9743] 3.6%
Stein E, et al. (2004) 621 0.9692 [0.9644; 0.9740] 3.7%
Goldberg A, et al. (2004) 887 = 0.9003 [0.8878; 0.9128] 3.6%
Gaudiani LM, et al. (2005) 214 — 0.8308 [0.7892; 0.8724] 3.0%
Feldman T, et al. (2004) 710 0.9453 [0.9375; 0.9531] 3.7%
Ballantyne CM, et al. (2004) 755 | 0.9167 [0.9053; 0.9281] 3.6%
Bays HE, et al. (2004) 1528 0.8924 [0.8822; 0.9026] 3.7%
Pearson T, et al. (2005) 2908 0.8931 [0.8857; 0.9005] 3.7%
Ballantyne CM, et al. (2005) 1850 0.8991 [0.8904; 0.9078] 3.7%
Farnier J, et al. (2005) 365 — 0.7895 [0.7508; 0.8282] 3.1%
Brohet C, et al. (2005) 411 — 0.7880 [0.7513; 0.8247] 3.1%
Cruz-Fernandez JM, et al.(2005a) 171 ———+—— 0.7354 [0.6664; 0.8044] 2.2%
Cruz-Fernandez JM, et al.(2005b) 272 —a 0.8358 [0.7999; 0.8717] 3.1%
Rodney R, et al. (2006) 247 = 0.8973 [0.8730; 0.9216] 3.4%
Barrios V, et al. (2005) 427 — 0.8412 [0.8134; 0.8690] 3.3%
Catapano AL, et al. (2006) 2855 0.8789 [0.8706; 0.8872] 3.7%
C. Constance, et al. (2007) 638 - 0.8834 [0.8663; 0.9005] 3.6%
Goldberg RB, et al. (2006) 1198 L 0.9023 [0.8918; 0.9128] 3.6%
Conard SE, et al. (2008) 184 — 0.8587 [0.8206; 0.8968] 3.1%
Leiter LA, et al. (2008) 556 - 0.8442 [0.8203; 0.8681] 3.4%
M. Farmier, et al. (2009) 602 — 0.8270 [0.8017; 0.8523] 3.4%
Robinson J, et al. (2009) 1083 - 0.8640 [0.8489; 0.8791] 3.6%
Zieve F, et al. (2010) 1030 0.9257 [0.9170; 0.9344] 3.7%
Random effects model 22763 g 0.8822 [0.8657; 0.8986] 100%

Heterogeneity: I-squared=98.1%, tau-squared=0.0019, p<0.0001
l T T T T 1

0.7 075 0.8 085 09 0.95
Correlation

Figure 1: Meta-analysis of the Baseline Correlation Between LDL and NHDL.

We note that in a graph of a cumulative meta-analysis, the results from individual
studies are not reported; rather, the cumulative results are reported as each study is
added, chronologically. The plot of the cumulative meta-analysis is given in Figure 3
(based directly on the correlations) and Figure 4 (based on Fisher’s transformation).
FEach horizontal line in the plot represents the summary of the results as each study
is added. We note that the confidence interval for the correlation stabilized at study
15. Further inclusion of the studies, until study 21, did not produce any appreciable
difference in the confidence interval. The interval did change marginally with the
inclusion of study 22, and remained more or less stable in the rest of the analysis. The
same pattern shows up in both Figure 3 and Figure 4.
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Study Total COR 95%-Cl W(random)
Gagne C, et al.(2002a) 473 - 0.9167 [0.9010; 0.9300] 3.5%
Gagne C, et al.(2002b) 296 0.9751 [0.9688; 0.9801] 3.4%
Davidson M, et al. (2002) 668 . 0.8652 [0.8448; 0.8831] 3.5%
Kerzner B, et al. (2003) 548 . 0.8688 [0.8467; 0.8879] 3.5%
Melani L, et al. (2003) 538 N 0.8815 [0.8611; 0.8990] 3.5%
Ballantyne, et al. (2003) 628 s 0.8850 [0.8668; 0.9009] 3.5%
Dobs AS, et al. (2003) 100 —+— 0.9581 [0.9382; 0.9717] 2.9%
Stein E, et al. (2004) 621 0.9692 [0.9640; 0.9736] 3.5%
Goldberg A, et al. (2004) 887 - 0.9003 [0.8870; 0.9121] 3.5%
Gaudiani LM, et al. (2005) 214 — 0.8308 [0.7840; 0.8682] 3.3%
Feldman T, et al. (2004) 710 0.9453 [0.9369; 0.9526] 3.5%
Ballantyne CM, et al. (2004) 755 - 0.9167 [0.9045; 0.9274] 3.5%
Bays HE, et al. (2004) 1528 0.8924 [0.8817; 0.9022] 3.6%
Pearson T, et al. (2005) 2908 0.8931 [0.8855; 0.9002] 3.6%
Ballantyne CM, et al. (2005) 1850 0.8991 [0.8900; 0.9075] 3.6%
Farnier J, et al. (2005) 365 — 0.7895 [0.7474; 0.8253] 3.4%
Brohet C, et al. (2005) 411 — 0.7880 [0.7483; 0.8221] 3.4%
Cruz-Fernandez JM, et al.(2005a) 171 ————+—— 0.7354 [0.6579; 0.7975] 3.2%
Cruz-Fernandez JM, et al.(2005b) 272 —— 0.8358 [0.7960; 0.8684] 3.3%
Rodney R, et al. (2006) 247 —— 0.8973 [0.8699; 0.9192] 3.3%
Barrios V, et al. (2005) 427 — 0.8412 [0.8110; 0.8669] 3.4%
Catapano AL, et al. (2006) 2855 0.8789 [0.8703; 0.8870] 3.6%
C. Constance, et al. (2007) 638 E & 0.8834 [0.8651; 0.8994] 3.5%
Goldberg RB, et al. (2006) 1198 | 0.9023 [0.8912; 0.9123] 3.6%
Conard SE, et al. (2008) 184 — 0.8587 [0.8153; 0.8925] 3.2%
Leiter LA, et al. (2008) 556 T 0.8442 [0.8185; 0.8665] 3.5%
M. Farmier, et al. (2009) 602 — 0.8270 [0.8000; 0.8507] 3.5%
Robinson J, et al. (2009) 1083 - 0.8640 [0.8481; 0.8784] 3.6%
Zieve F, et al. (2010) 1030 0.9257 [0.9164; 0.9340] 3.6%
Random effects model 22763 < 0.8910 [0.8743; 0.9056] 100%

Heterogeneity: |-squared=96.9%, tau-squared=0.041, p<0.0001
l T T T 1

0.7 0.75 0.8 0.85 0.9 0.95
Correlation (based on Fisher’s z transformation)

Figure 2: Meta-analysis of the Baseline Correlation Between LDL and NHDL, after
Fisher’s Transformation.

We would also like to add the following comments regarding Figure 3 and Figure
4. The sequential entry of the studies, as they appear in Figure 3 and Figure 4, is
not according to the date of publication. However, they have indeed been entered
chronologically based on the date of completion of each study, since such information
was made available to us. The date of publication of the different studies did not
follow their chronological order of completion. All of the plots have been obtained
using the R computing package.
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Study COR 95%—Cl
Adding Gagne C, et al.(2002a) (k=1) — 0.9167 [0.9023; 0.9311]
Adding Gagne C, et al.(2002b) (k=2) —— 0.9463 [0.8891; 1.0035]
Adding Davidson M, et al. (2002) (k=3) 0.9195 [0.8556; 0.9834]
Adding Kerzner B, et al. (2003) (k=4) 0.9069 [0.8481; 0.9658]
Adding Melani L, et al. (2003) (k=5) —_— 0.9019 [0.8495; 0.9542]
Adding Ballantyne, et al. (2003) (k=6) —_— 0.8991 [0.8523; 0.9459]
Adding Dobs AS, et al. (2003) (k=7) —_— 0.9076 [0.8679; 0.9473]
Adding Stein E, et al. (2004) (k=8) —_— 0.9158 [0.8882; 0.9435]
Adding Goldberg A, et al. (2004) (k=9) —_— 0.9141 [0.8872; 0.9409]
Adding Gaudiani LM, et al. (2005) (k=10) — 0.9071 [0.8806; 0.9335]
Adding Feldman T, et al. (2004) (k=11) —— 0.9111 [0.8884; 0.9337]
Adding Ballantyne CM, et al. (2004) (k=12) —_— 0.9116 [0.8902; 0.9330]
Adding Bays HE, et al. (2004) (k=13) —E— 0.9099 [0.8885; 0.9314]
Adding Pearson T, et al. (2005) (k=14) — 0.9086 [0.8871; 0.9300]
Adding Ballantyne CM, et al. (2005) (k=15) —— 0.9079 [0.8874; 0.9285]
Adding Farnier J, et al. (2005) (k=16) — 0.9016 [0.8810; 0.9221]
Adding Brohet C, et al. (2005) (k=17) ——— 0.8956 [0.8750; 0.9161]
Adding Cruz-Fernandez JM, et al.(2005a) (k=18) — 0.8898 [0.8693; 0.9103]
Adding Cruz-Fernandez JM, et al.(2005b) (k=19) —— 0.8871 [0.8670; 0.9073]
Adding Rodney R, et al. (2006) (k=20) —E— 0.8876 [0.8680; 0.9072]
Adding Barrios V, et al. (2005) (k=21) —&— 0.8854 [0.8660; 0.9048]
Adding Catapano AL, et al. (2006) (k=22) —_— 0.8849 [0.8657; 0.9041]
Adding C. Constance, et al. (2007) (k=23) — 0.8849 [0.8661; 0.9036]
Adding Goldberg RB, et al. (2006) (k=24) —— 0.8858 [0.8678; 0.9038]
Adding Conard SE, et al. (2008) (k=25) —— 0.8848 [0.8671; 0.9025]
Adding Leiter LA, et al. (2008) (k=26) —— 0.8831 [0.8656; 0.9007]
Adding M. Farmier, et al. (2009) (k=27) —_— 0.8810 [0.8635; 0.8985]
Adding Robinson J, et al. (2009) (k=28) — 0.8803 [0.8630; 0.8976]
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Figure 3: Cumulative Meta-analysis of the Baseline Correlation Between LDL and
NHDL.

Even though we carried out the analysis for all the pairwise correlations among the
three variables LDL, NHDL and APOB, in the paper we have only reported results
for the correlation between LDL and NHDL. The pattern and the conclusions turned
out to be very similar for the other two correlations as well; i.e., for the correlation
between LDL and APOB and that between NHDL and APOB. Thus we have not
reported these results.
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Figure 4: Cumulative Meta-analysis of the Baseline Correlation Between LDL and
NHDL, after Fisher’s Transformation.



218 International Journal of Statistical Sciences, Vol. 11s, 2011

4 Discussion

In this report, we first made an investigation of the performance of Cochran’s @ test for
testing the homogeneity of correlations. Based on numerical results, we have concluded
that the test should not be used based on the correlations themselves; rather, the
test should be carried out after making Fisher’s variance stabilizing transformation.
Otherwise, the test could result in highly inflated type I error probabilities, especially
when the number of studies is large, and the sample sizes within studies are small.
This conclusion is not new, and has already been noted in the literature; see [3], [4] and
[5]. We then performed a meta-analysis of the pairwise correlations among the three
cholesterol variables LDL, NHDL and APOB. A cumulative meta-analysis was also
carried out. It should be noted that in this application, the homogeneity hypothesis
was rejected. However, the meta-analysis was performed after noting that several of
the pairwise correlations was high; in fact above 0.90.
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