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Abstract

This paper deals with an estimation of a finite population mean in the presence of non
response gathering information on two auxiliary variables. It is assumed that full response
on the auxiliary variables is available for the intended sample, and the population mean of
one auxiliary variable is known whereas that mean of the other is unknown. On adopting
the technique of sub sampling of non respondents, as conjectured in Hansen and Hurwitz
(1946), a class of estimators is developed. An asymptotic minimum attainable variance for
the class is provided and the best estimator is identified. Performance of the non response
adjusted mechanism developed here, is also examined analytically and empirically.
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1 Introduction

Consider a finite population U of N distinct and identifiable units. Let Y be the survey
variable and yi its value for the unit i of U , i = 1, 2, · · · , N . In order to estimate

the unknown population mean Ȳ = 1
N

N∑
i=1

yi, a sample s of size n is drawn from U
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according to simple random sampling without replacement (SRSWOR). Assume that
only a subset s1 of n1 units of s respond on Y but the remaining n2 = (n − n1)
units, constituting a subset s2 = (s − s1), do not provide any response. In this case
the population U of N units is visualized to be consisting of the response stratum
or group U1 and the non response stratum or group U2 of sizes N1 and N2 = (N −
N1) respectively. It is also convenient to think that s1 and s2 i.e., the samples of
respondents and non respondents are independent samples from U1 and U2 respectively.

Let Ȳj =
1
Nj

Nj∑
i=1

yi and ȳj =
1
nj

∑
i∈sj

yi be the means of Uj and sj respectively such that

W1Ȳ1+W2Ȳ2 and ȳ = w1ȳ1+w2ȳ2, where Wj =
Nj

N and wj =
nj

n , j = 1, 2. Obviously,
E (wj) = Wj and E (ȳ) = Ȳ . However, the sample mean ȳ1 is unbiased for Ȳ1 but has
a bias equal to W2

(
Ȳ1 − Ȳ2

)
in estimating Ȳ .

The method of sub sampling of non respondents suggested by Hansen and Hurwitz
(1946) is a successful technique for handling non response situation compared to other
popular techniques. This technique consists of drawing a sub sample sm of size m =
n2/k, k ≥ 1, from s2. It is suitable for surveys in which the initial attempt is made
by the mail or telephone calls, perhaps computer aided and the sub sample of persons
who do not respond are approached by more expensive method of personal interview.
Assuming that response is available from all units of sm, the authors recommended
the estimator

ȳ∗ = w1ȳ1 + w2ȳm,

for Ȳ , where ȳm = 1
m

∑
i∈sm

yi. From Cochran (1977, p.329), it may be seen that

E (ȳ∗) = Ȳ , and

V (ȳ∗) =
1− f

n
S2
y +W2

k − 1

n
S2
y2, (1)

where f = n
N , S2

y = 1
N−1

N∑
i=1

(
yi − Ȳ

)2
and S2

y2 =
1

N2−1

N2∑
i=1

(
yi − Ȳ2

)2
.

For a situation in which the population mean X̄

(
= 1

N

N∑
i=1

xi

)
of an auxiliary

variable X , taking value xi for the ith unit of U is available, one can often improve
substantially over the Hansen and Hurwitz’s (1946) estimator. Motivated by this
consideration, Rao (1986, 1990) suggested two simple estimators, defined by

thr = ȳ∗ X̄x̄ and thrg = ȳ∗ − b∗yx
(
x̄− X̄

)
,

where X̄ = W1X̄1 + W2X̄2, X̄j = 1
Nj

Nj∑
i=1

xi (j = 1, 2), x̄ = w1x̄1 + w2x̄2, x̄j =

1
nj

∑
i∈sj

xi, (j = 1, 2), x̄m = 1
m

∑
i∈sm

xi, b∗yx =
Ŝyx

Ŝ2
x

is an estimator of βyx =
Syx

S2
x
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such that Ŝyx and Ŝ2
x are unbiased estimators of Syx = 1

N−1

N∑
i=1

(
yi − Ȳ

) (
xi − X̄

)
and

S2
x = 1

N−1

N∑
i=1

(
xi − X̄

)2
respectively, given by

(n−1)Ŝyx = (n1−1)syx1+k(m−1)syxm+nw1w2(ȳ1− ȳm)(x̄1− x̄m)+w2(k−1)
syxm
n ,

(n− 1)Ŝ2
x = (n1 − 1)s2x1 + k(m− 1)s2xm + nw1w2(x̄1 − x̄m)2 + w2(k − 1) s

2
xm
n ,

and syxj =
1

nj−1

∑
i∈sj

(yi − ȳj)(xi − x̄j), s2xj =
1

nj−1

∑
i∈sj

(xi − x̄j)
2 (j = 1, 2),

syxm = 1
m−1

∑
i∈sm

(yi − ȳm)(xi − x̄m), s2xm = 1
m−1

∑
i∈sm

(xi − x̄m)2.

Sinha (2001) proposed a class of estimators with the help of multi-auxiliary vari-
ables whose population means are known. In case of one auxiliary variable X , this
class is defined by

th = h (ȳ∗, u) ,

where h (ȳ∗, u) is a function of ȳ∗ and u = x̄
X̄

such that h
(
Ȳ , 1

)
= Ȳ . The estimators

ȳ∗, thr, thrg and the product counterpart of thr defined by thp = ȳ∗ x̄
X̄

can be easily
viewed as particular members of th. thrg in this case is considered as an optimum
estimator of class as it possesses the minimum asymptotic variance.

This paper is an attempt to generate a class of estimators for Ȳ gathering informa-
tion on two auxiliary variables X and Z by adopting the mechanism of sub sampling of
non respondents. It is assumed that there is full response on both auxiliary variables
at sample level and population mean X̄ (or total X) of X is known accurately but
no information is available on the population mean Z̄(or total Z) of Z . To convince
readers that situations do arise where such assumptions are met, we may refer to a
survey relating to high-income families where data are collected through questionnaire
on the variables Y = savings or consumer durable expenditures, X = family size, and
Z = family income. Here, all units in s may respond on X and Z but some of the
units may not respond on Y because, usually, high-income earners are less inclined to
respond on savings and consumer durable expenditures. There is no scope to obtain
the value of Z, whereas X i.e., the total population of the study area can be known
from the census records. Similarly, if Y, X and Z respectively denote percentage of
children below 18 engaged in agriculture, number of households and educated parents
of a village, response on Y for some units in the sample may not be available due to
adamant refusal of concerned respondents at the first call.

We shall use the following additional notations, for j = 1, 2:

Z̄j =
1
Nj

Nj∑
i=1

zi, Z̄ = W1Z̄1+W2Z̄2, z̄j =
1
nj

∑
i∈sj

zi, z̄ = w1z̄1+w2z̄2, z̄m = 1
m

∑
i∈sm

zi,

and the quantities S2
zj , Syzj , Sxzj , s

2
zj , syzj , sxzj , s

2
zm, syzm and sxzm are defined anal-

ogously.
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2 The Suggested Class of Estimators

For a given sm ⊂ s2, let d = (ȳm, x̄m, x̄2, z̄m, z̄2) assume values in 5-dimensional real
space R5 containing the point D =

(
Ȳ2, X̄2, X̄2, Z̄2, Z̄2

)
. Let ϕ2(d) be a function of d

such that ϕ2(D) = Ȳ2, and it admits the following regularity conditions:
(i) ϕ2(d) is continuous in R5, and
(ii) The first and second order partial derivatives of ϕ2(d) w.r.t. all arguments exist
and are continuous in R5.

Hence, a class of estimators for Ȳ may be defined by
ˆ̄Ys = w1ȳ1 + w2ϕ2(d).

Further, for a given s, let
(
ˆ̄Ys, x̄

)
assume values in 2-dimensional real space R2

containing the point
(
Ȳ , X̄

)
. Define ϕ

(
ˆ̄Ys, x̄

)
as a function of ˆ̄Ys and x̄, different from

ϕ2, and admitting the said regularity conditions in R2 with ϕ
(
Ȳ , X̄

)
= Ȳ . Then, to

estimate Ȳ we propose a general class of estimators defined by
ˆ̄Y = ϕ

(
ˆ̄Ys, x̄

)
.

ˆ̄Y being a non-linear composite function of many statistics, derivation of expres-
sions for bias and variance seems to be more difficult. However, to circumvent much
difficulty, we apply Taylor linearization technique described in many standard text
books [cf., Sarndal, Swensson and Wretman (1992, p.172)] in order to obtain an ap-

proximate linear form of ˆ̄Y under the earlier mentioned regularity conditions.

On expanding ˆ̄Y = ϕ
(
ˆ̄Ys, x̄

)
around the point

(
Ȳ , X̄

)
by the first order Taylor’s

series and noting that ϕ0 = 1, it may be observed that

ˆ̄Y ∼= ˆ̄Ys + ϕ1

(
x̄− X̄

)
= w1ȳ1 + w2ϕ2(d) + ϕ1

(
x̄− X̄

)
, (2)

where ϕ0 =
∂ ˆ̄Y

∂ ˆ̄Ys

∣∣∣ ˆ̄Ys = Ȳ
x̄ = X̄

and ϕ1 =
∂ ˆ̄Y
∂x̄

∣∣∣ ˆ̄Ys = Ȳ
x̄ = X̄

.

Similarly, noting that ϕ20 = 1, an expansion of ϕ2(d) about the point D in a first
order Taylor’s series provides an asymptotic linear form as

ϕ2(d) ∼= ȳm + ϕ21

(
x̄m − X̄2

)
− ϕ21

(
x̄2 − X̄2

)
+ ϕ22

(
z̄m − Z̄2

)
− ϕ22

(
z̄2 − Z̄2

)
, (3)

where ϕ20 =
∂ϕ2(d)
∂ȳm

∣∣∣
d=D

, ϕ21 =
∂ϕ2(d)
∂x̄m

∣∣∣
d=D

and ϕ22 =
∂ϕ2(d)
∂z̄m

∣∣∣
d=D

.

Hence, from (2) and (3), ˆ̄Y can be written as

ˆ̄Y = ȳ + w2 [(ȳm − ȳ2) + ϕ21 (x̄m − x̄2) + ϕ22 (z̄m − z̄2)] + ϕ1

(
x̄− X̄

)
. (4)
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From (4) we see that, to a first order of approximation, E
(
ˆ̄Y
)
∼= Ȳ so that an

expression for asymptotic variance (or mean square error) is given by

V
(
ˆ̄Y
)

= 1−f
n

(
S2
y + ϕ2

1S
2
x + 2ϕ1Syx

)
+ W2

k−1
n

(
S2
y2 + ϕ2

21S
2
x2 + ϕ2

22S
2
z2 + 2ϕ21Syx2 + 2ϕ22Syz2 + 2ϕ21ϕ22Sxz2

)
.

(5)

Minimizing V
(
ˆ̄Y
)
for ϕ21, ϕ22 and ϕ1, we get

ϕ
(opt)
21 = −βyx2−βyz2βzx2

1−βzx2βxz2
= −βyx.z2,

ϕ
(opt)
22 = −βyz2−βyx2βxz2

1−βzx2βxz2
= −βyz.x2,

ϕ
(opt)
1 = −βyx,

where βyx2, βxz2 etc. are the simple regression coefficients and βyx.z2, βyz.x2 are the
partial regression coefficients in the non response stratum U2. Use of these optimum
values in (5) provides us a minimum asymptotic variance, called the minimum variance
bound (MVB) of the class, by the expression

minV
(
ˆ̄Y
)
=

1− f

n
S2
y

(
1− ρ2yx

)
+W2

k − 1

n
S2
y2

(
1− ρ2y.xz2

)
, (6)

where ρyx is the simple correlation coefficient between Y and X in U , and ρy.xz2 is the
multiple correlation coefficient of Y on X and Z in U2. An estimator attaining this
bound i.e., MVB estimator can be defined by

ˆ̄Y ∗
rg = w1ȳ1 + w2

{
ȳm − ϕ

(opt)
21 (x̄m − x̄2)− ϕ

(opt)
22 (z̄m − z̄2)

}
− ϕ

(opt)
1

(
x̄− X̄

)
.

But, estimating the unknown parametric functions ϕ
(opt)
21 , ϕ

(opt)
22 and ϕ

(opt)
1 by

byx.zm = − byxm−byzmbzxm
1−bzxmbxzm

, byz.xm = − byzm−byxmbxzm
1−bzxmbxzm

and b∗yx
respectively, where byxm =

syxm
s2xm

, bxzm = sxzm
s2zm

etc., we obtain the following regression-

type estimator, declaring it as a MVB estimator:

ˆ̄Yrg = w1ȳ1 + w2 {ȳm − byx.zm (x̄m − x̄2)− byz.xm (z̄m − z̄2)} − b∗yx
(
x̄− X̄

)
.

This estimator is not only difficult to compute in practice but also biased for Ȳ .

However, to a first order of approximation, V
(
ˆ̄Yrg

)
= V

(
ˆ̄Y ∗
rg

)
.

3 Some Particular Cases of ˆ̄Y

When there is no explicit use of auxiliary variables, ˆ̄Y = ȳ∗. But, if the emphasis

is given on the use of X or Z or both, ˆ̄Y produces a family of estimators because
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it can be reduced to a series of estimators for various selections of the functions ϕ2

and ϕ. For instance, the following simple estimators are particular cases of ˆ̄Y whose
design-based large sample properties can be studied in the usual way.

ˆ̄Yr =

[
w1ȳ1 + w2ȳm

x̄2
x̄m

z̄2
z̄m

](
X̄

x̄

)
, ˆ̄Yp =

[
w1ȳ1 + w2ȳm

x̄m
x̄2

z̄m
z̄2

]( x̄

X̄

)
,

ˆ̄Y1 = [w1ȳ1 + w2 {ȳm + λ1 (x̄m − x̄2) + λ2 (z̄m − z̄2)}]
(
x̄
X̄

)λ
ˆ̄Y2 =

[
w1ȳ1 + w2ȳm

(
x̄m
x̄2

)λ1
(
z̄m
z̄2

)λ2
] (

x̄
X̄

)λ
ˆ̄Y3 =

[
w1ȳ1 + w2ȳm

x̄2
λ1x̄m+(1−λ1)x̄2

z̄2
λ2z̄m+(1−λ2)z̄2

]
X̄

λx̄+(1−λ)X̄
.

Suitable selections of ϕ2 and ϕ on the consideration of different auxiliary quantities

can also enable ˆ̄Y to define some other classes of estimators. Nevertheless, whatever

the new class is, its MVB estimator is always a regression-type estimator like ˆ̄Yrg. Let
us now consider the following specific cases:

3.1 Suppose that X̄ is unknown. Then, ˆ̄Y = ˆ̄Ys, a class of separate estimators for Ȳ
based on X and Z whose MVB estimator is given by

ˆ̄Ysrg = w1ȳ1 + w2 {ȳm − byx.zm (x̄m − x̄2)− byz.xm (z̄m − z̄2)} .

3.2 When X̄ is unknown and no information is available on X , then

ˆ̄Y → ℓs = w1ȳ1 + w2g2 (ȳm, x̄m, x̄2) ,

a class of separate estimators based on X only whose MVB is given by

ℓsrg = w1ȳ1 + w2 {ȳm − byxm (x̄m − x̄2)} ,

mentioned earlier in Rao (1990). We also observe that the ratio estimator

ℓsr = w1ȳ1 + w2ȳm
x̄2
x̄m

,

defined by Rao (1986) and the product estimator of the form

ℓsp = w1ȳ1 + w2ȳm
x̄m
x̄2

,

are particular cases of ℓs.

3.3 If X is not involved at the stratum level, then

ˆ̄Y → ˆ̄Yq = q (w1ȳ1 + w2q2(ȳm, z̄m, z̄2), x̄) ,
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providing a MVB estimator

ˆ̄Yqrg = w1ȳ1 + w2 {ȳm − byzm (z̄m − z̄2)} − b∗yx
(
x̄− X̄

)
.

3.4 If the estimation procedure is carried out with the involvement of X only

ˆ̄Y → ℓg = g (ℓs, x̄) .

This class of estimators covers Rao’s (1986) ratio estimator ℓgr = ℓsr
X̄
x̄ , Rao’s (1990)

regression estimator ℓgrg = ℓsrg − b∗yx
(
x̄− X̄

)
, and the product estimator ℓgp = ℓsr

x̄
X̄

as its members. Here ℓgrg is a MVB estimator of ℓg.

4 Precision of the Class

From (1) and (5), we see that an estimator of ˆ̄Y is asymptotically more precise than
Hansen and Hurwitz estimator ȳ∗ if

βyx < −ϕ1

2
and βyx2 < −ϕ21

2
−

S2
z2

(
ϕ2
22 + 2ϕ22βyz2 + 2ϕ21ϕ22Sxz2

)
2ϕ21S2

x2

. (7)

Thus, by taking into account these restrictions, one may apply the suggested tech-
nique to hope for an improvement over ȳ∗ by using the amount of auxiliary information
available. But, in the usual practice, this task is not so easy. Because, the conditions
mainly depend on the choices of the functions ϕ and ϕ2, and do not lead to a straight
forward conclusion unless nature of these functions are known. A series of other similar
complicated sufficient conditions can also be derived if we discuss on the superiority

of ˆ̄Y over other classes considered earlier under the asymptotic variance criterion. In
view of this when optimum MVBs can be computed they can be used to compare
precision of different classes.

Table 1: Minimum Variance Bounds of Different Classes

Class Minimum Variance Bound

th
1−f
n

S2
y

(
1− ρ2yx

)
+W2

k−1
n

S2
y2

ℓs
1−f
n

S2
y +W2

k−1
n

S2
y2

(
1− ρ2yx2

)
ℓg

1−f
n

S2
y

(
1− ρ2yx

)
+W2

k−1
n

S2
y2

(
1− ρ2yx2

)
ˆ̄Yq

1−f
n

S2
y

(
1− ρ2yx

)
+W2

k−1
n

S2
y2

(
1− ρ2yz2

)
ˆ̄Ys

1−f
n

S2
y +W2

k−1
n

S2
y2

(
1− ρ2y.xz2

)
Table 1 provides expressions for minimum variance bounds of different comparable

classes. Considering these expressions together with (6), the following results are
obtained:

(i) Minimum variances of the different classes of estimators are unconditionally less
than V (ȳ∗).
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(ii) Both ℓg and ˆ̄Yq are superior to th

(iii) ℓs is inferior to ˆ̄Ys

(iv) ℓg is superior or inferior to ˆ̄Yq according as ρyx2 > or < ρyz2

(v) ˆ̄Y is superior to other classes considered here.

In order to evaluate the relative performance of the suggested method of estimation
over other methods in respect of MVB criterion empirically, we consider life data on
3 populations as described below:
Population 1 [Murthy (1967), p.228]. N = 80 factories, Y = output, X= fixed
capital, Z = number of workers, U1 = factories having Z - values less than and equal
to 200.
Population 2 [Sarndal, Swensson and Wretman (1992), p.660]. N = 50 cluster
countries, Y = real estate values according to 1984 assessment, X = 1985 population,
Z = revenues from the 1985 municipal taxation, U1 = clusters with total number of
seats in municipal council in 1982 less than and equal to 250.
Population 3 [Sarndal, Swensson and Wretman (1992), p.662]. N = 124 countries, Y
= 1983 military expenditure, X = 1980 population, Z = 1982 gross national product,
U1 = countries with 1980 population less than and equal to 15 millions.

Table 2: Relative Precision of Different Estimators w.r.t. ȳ∗(in %)

Estimator k
Population

1 2 3
n1 = 10, n2 = 6 n1 = 6, n2 = 4 n1 = 17, n2 = 8

ȳ∗ 2 100.00 100.00 100.00
3 100.00 100.00 100.00
4 100.00 100.00 100.00

thrg 2 578.42 339.85 117.53
3 445.50 276.14 115.08
4 370.38 259.75 114.85

ℓsrg 2 106.88 257.38 101.85
3 113.73 312.14 101.35
4 120.55 362.45 101.12

ℓgrg 2 921.55 561.90 118.45
3 963.85 731.24 116.12
4 1004.56 828.19 115.93

ˆ̄Yqrg 2 922.55 609.70 118.95
3 965.91 808.41 119.19
4 1007.72 944.28 119.48

ˆ̄Ysrg 2 106.98 258.59 102.85
3 113.95 318.35 102.42
4 120.89 356.29 102.35

ˆ̄Yrg 2 929.31 895.71 121.43
3 979.90 1067.06 122.37
4 1029.37 1127.44 124.70
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For simplicity, sample sizes in U1 and U2 are determined by proportional allocation
i.e., nj ∝ Nj . Relative precisions (RP) of different MVB estimators with respect to
ȳ∗, for k = 2, 3 and 4 are displayed in Table 2. In evaluating the results of the table, it

is seen that ˆ̄Yrg leads to achieving the highest gain in precision amongst all indicating
that other comparable methods are inferior to the proposed method of estimation.

Findings of this empirical study, which of course has a limited scope, may not
fit to other situations. However, it clearly shows that there are practical situations
where the use of more auxiliary information at sample level may provide estimates
with greater precision for the non response affected situations through the suggested
method, even if this may require more computational efforts.
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