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Abstract

In many situations comparisons of two or more populations (treatments) are based on multivariate data

collected from individuals in these populations. Such data vectors (blocks) may consist of measurements

or of ranks. Here we address the problem of making comparisons in the presence of incomplete data, and

develop test statistics for the case of two different population models. Such tests depend on measures

of similarity between incomplete rankings developed in Alvo and Cabilio (1995), and are modelled on

tests developed in Feigin and Alvo (1986) for the case of complete rankings. The properties of these

tests are investigated, and two examples are presented to illustrate the methods.
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1 Introduction

Consider the situation in whicht objects are ranked bym independent groups of judges, with
each group consisting ofn` judges,` = 1, 2, ...,m. Each ranking within a group of judges
(blocks) is a random sample from a distribution characterized by a multinomial probability
vectorπ` = (π`1, π`2, . . . , π`t!)′ whose componentsπ`j are the probabilities of picking rank-
ings indexed byj = 1, 2, ..., t!. It is wished to test the hypothesis of homogeneity of these
distributions,

H0 : π1 = .... = πm (1.1)

The case in which all rankings are complete has been considered by several authors, and in
particular Feigin & Alvo (1986), who proposed a statistic that measures concordance between
groups based on rank correlations.

In the following we consider the situation where it is wished to test the hypothesis(1.1) in
the more general setting in which one or more of the rankings in each group are incomplete.
The approach we consider is to generalize the Feigin & Alvo (1986) statistic to the incomplete
case making use of the results first obtained in Alvo & Cabilio (1991) for the situation of
testing the hypothesis that rankings assigned in a randomized incomplete block design have
been randomly selected.

In what follows we will restrict ourselves to the situation wherem = 2. In Section 2 we
review some of the results in the case where all rankings are complete. Section 3 generalizes
these results to the situation where the rankings are incomplete, and the results form the basis
of tests for two different sample spaces as developed in section 4. Section 5 describes the
computational procedures used for conducting such tests, and section 6 applies such methods
to two different examples.

2 Complete Case

Rankings oft objects labeled1 to t are permutations of(1, 2, ..., t), and for any two such
permutationsµj = (µj(1), µj(2), ..., µj(t))′, j = 1, 2, one may define measures of similarity

A (µ1, µ2) which can be expressed as an inner productA (µ1, µ2)=t (µ1)
′
t (µ2) , where

t =t (µ) is a column vector whose components are scores which characterize the rankingµ.
For example, in the Spearman and Kendall cases such vectors are respectively

tS (µ) =
[
µ (i)− t + 1

2

]′

i

, 1 ≤ i ≤ t

tK (µ) = [a (i, j)]
′
(i,j) = [sgn (µ(j)− µ (i))]

′
(i,j) , 1 ≤ i < j ≤

(
t

2

)
(2.1)

wheresgn (x) is 1 or -1 depending on whetherx > 0 or < 0, so thata (i, j) is the pairwise
concordance of the object pair indexed by(i, j) with the natural ordering. The resulting
measures of similarity are unstandardized rank correlations. The collection of score vectors
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t (µ) , asµ ranges over all itst! possible values, form the columns of a matrixT, so that the
(t!×t!) matrixT′T has componentsA(µ1,µ2), with µ1 andµ2 ranging over all permutations
of (1, 2, . . . , t). For each sample ofn` rankings,f` = (f`1, f`2, . . . , f`t!)

′ , whose components
f`j are the frequencies of observed rankings indexed byj = 1, 2, ..., t!, has a multinomial
distribution with meann`π` and covariance matrixn`Σ`, whereΣ` = Π` − π`π

′
` with

Π` = diag(π`1, π`2, . . . , π`t!). Consequently, asn` →∞

√
n`

(
f`
n`
− π`

)
→L N (0,Σ`) ,

and thus
√

n`T
(

f`
n`
− π`

)
→L N

(
0,TΣ`T′) .

LettingN = n1 + n2, it follows that if N →∞ in such a way thatn`/N → λ` > 0,

√
NT

(
f`
n`
− π`

)
→L N

(
0, λ−1

` TΣ`T′) ,

so that under the null hypothesisH0 : π1 = π2,

√
NT

((
f1
n1
− π1

)
−

(
f2
n2
− π2

))
=
√

NT
(

f1
n1
− f2

n2

)
→L N

(
0,TΣT′) , (2.2)

whereΣ =(1/λ1)Σ1 +(1/λ2)Σ2. Using this result, which also holds for the less restrictive
null hypothesisH′0 : Tπ1 = Tπ2, Feigin & Alvo (1986) derived the test statistic

N

(
f1
n1
− f2

n2

)′
T
′ (

TΣ̂T′
)−

T
(

f1
n1
− f2

n2

)
→L χ2

v,

whereΣ̂ is a suitable consistent estimate ofΣ, v is the rank ofTΣT′, and
(
TΣ̂T′

)−
is the

Moore-Penrose (generalized) inverse ofTΣ̂T′. An alternative statistic is given by

G = N

(
T

(
f1
n1
− f2

n2

))′(
T

(
f1
n1
− f2

n2

))
→L

v∑

i=1

αiz
2
i (2.3)

where theαi’s are the eigenvalues ofTΣT′, andzi are independent standard normal variates.
In practice, the distribution of the statistic in(2.3) may be approximated by the distribution of∑v

i=1 α̂iz
2
i , whereα̂i’s are the eigenvalues ofTΣ̂T′. In the Spearman case

[
TS

(
f1
n1
− f2

n2

)]
=

(
µ̄(1)(1)− µ̄(2)(1), ..., µ̄(1)(t)− µ̄(2)(t)

)′
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whereµ̄(`)(i) = 1
n`

∑n`
g=1 µ

(`)
g (i), the mean of the ranks assigned to objecti = 1, ..., t by the

n` judges sampled from population` = 1, 2. The statistic(2.3) simplifies to

N

t∑

i=1

(µ̄(1)(i)− µ̄(2)(i))2. (2.4)

In the Kendall case,

[
TK

(
f1
n1
− f2

n2

)]
=

([
ā(1)(1, 2)− ā(2)(1, 2)

]
, ...,

[
ā(1)(t− 1, t)− ā(2)(t− 1, t)

])′
,

whereā(`)(i, j) = 1
n`

∑n`
g=1 a

(`)
g (i, j), anda

(`)
g (i, j), defined in(2.1) , is the pairwise concor-

dance score assigned to object pairs indexed by(i, j), 1 ≤ i < j ≤ (
t
2

)
, by thegth judge from

populatioǹ = 1, 2. In this case, the statistic(2.3) simplifies to

N
∑

i<j

(
ā(1)(i, j)− ā(2)(i, j)

)2
. (2.5)

Under the null hypothesisΣ1 = Σ2, and a pooled estimate ofΣ is

Σ̂P =
N2

n1n2

1
N − 2

((n1 − 1)Σ̂1 + (n2 − 1)Σ̂2), (2.6)

whereΣ̂` = 1
n`−1

(
F` − f`f`′/n`

)
, andF` = diag(f`1, f`2, . . . , f`t!). In the Spearman case,

TSΣ̂`T′
S =

1
n` − 1

n∑̀

g=1

(
µ(`)

g − µ̄(`)
)(

µ(`)
g − µ̄(`)

)′
(2.7)

whereµ
(`)
g =

(
µ

(`)
g (1), µ(`)

g (2), ..., µ(`)
g (t)

)′
is thet−vector of rankings assigned by judgeg

from populatioǹ , andµ̄(`) =
(
µ̄(`)(1), µ̄(`)(2), ..., µ̄(`)(t)

)′
is the vector of mean rankings.

In the Kendall case, we take the elements oftK (µ) to be ordered so that therth row element
corresponds to(i, j) for which r = (i− 1) (t− i/2) + (j − i) , 1 ≤ i < j ≤ (

t
2

)
. Using this

ordering, we may writea(`)
g =

(
a

(`)
g (1), a(`)

g (2), ..., a(`)
g (q)

)′
, as theq =

(
t
2

)
dimensional

vector of pairwise concordances assigned by judgeg from populatioǹ . With this notation, in
the Kendall case,

TKΣ̂`T′
K =

1
n` − 1

n∑̀

g=1

(
a(`)

g − ā(`)
)(

a(`)
g − ā(`)

)′
. (2.8)
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3 Incomplete Case: Preliminaries

In the situation where one or more rankings in a group are incomplete, measures of similar-
ity (or equivalently distance) between incomplete rankings may be defined using the methods
developed in Alvo & Cabilio (1995, 1999). A complete ranking oft objects is compati-
ble with an incomplete ranking ofk of these objects if every pair of the specifiedk ob-
jects is given the same relative ranking in both rankings. An incomplete ranking ofk out
of a possiblet objects, with a specific pattern oft − k missing objects can be denoted by
µ∗ = (µ(o1), µ(o2), ..., µ(ok))′, where1 ≤ o1 < o2 < ... < ok ≤ t are the labels of the
actual objects being ranked. For a specific pattern of missing observations, each of thek! pos-
sible rankings is associated with a set oft!/k! complete rankings which are compatible to it.
For a given incomplete rankingµ∗j , j = 1, 2, .., k!, we define at!−vector of compatibilitycj

whose row numbers identify each of thet! possible complete rankings ordered in some way,
with the element in each row being 1 or 0 depending on whether that complete ranking is or is
not compatible withµ∗j . Each such vector will containt!/k! 1’s, with the remaining elements
0. For a given pattern of missing observations, each of the possiblek! incomplete rankings
is associated with a different vector of compatibility, and for this specified pattern we define
the(t!× k!) matrix of compatibilityC = [c1, c2, ..., ck!] , whose columns are orthogonal and
sum up to1[t!], thet! dimensional vector of 1’s.

For a given multinomial distributionπ` = (π`1, π`2, . . . , π`t!)′ on thet! rankings in the
complete case, the corresponding distribution over the incomplete rankings with a specified
pattern of missing observations, is

π∗` = C′π`=(π∗`1, π
∗
`2, . . . , π

∗
`k!)

′, π∗`s = c
′
sπ` =

∑

j∈c(s)

π`j ,

wherec (s) is the index set of complete rankings compatible withµ∗s, the incomplete rank-
ing indexed bys. Now c

′
iΠ`ci = π∗i , c

′
iΠ`cj = 0 for i 6= j, so thatC′Π`C = Π∗

` =
diag(π∗`1, π

∗
`2, . . . , π

∗
`k!) and thusC′Σ`C = C′ (Π`−π`π

′
`)C = Π∗

` −π∗`π
∗′
` = Σ∗

` . Analo-
gous to the complete case, for each sample ofn` incomplete rankings,f` = (f`1, f`2, . . . , f`k!)

′ ,
wheref`s is the frequency of the observed incomplete rankingµ∗s in populatioǹ , and for any
matrixT∗

` of suitable dimensions, asn →∞
√

n`T∗
`

(
f`
n`
−C′π`

)
→L N

(
0,T∗

`Σ
∗
`T

∗′
`

)
.

In the context of incomplete rankings, the matrixT is replaced by the matrix

T∗
` = TΠ`C

(
C′Π`C

)−1
(3.1)

which is the collection of thek! conditional expectationst∗ = E (t|C (µ∗s)) , whereC (µ∗s)
is the set of complete rankings compatible withµ∗s. Columns of matrixT∗

` is (π∗s)
−1 TΠ`cs

which has elements
[∑

i∈c(s) ti (j) π`j/π∗`s
]
, with j = 1, ..., dim (t) . In the comparison of

two populations for which the rankings are incomplete with the same pattern, so that both
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share the same compatibility matrixC and thusT∗ = T∗
` , ` = 1, 2, one can proceed in

a manner analogous to the complete case, as follows. UnderH0 : π1 = π2, for which
C′π1 = C′π2, the analogue of(2.2) is

√
NT∗

(
f1
n1
− f2

n2

)
→L N

(
0,T∗Σ∗T∗′) , (3.2)

whereΣ∗ = (1/λ1)Σ∗
1+(1/λ2)Σ∗

2, from which a statistic analogous to(2.3) can be derived.

G = N

(
T∗

(
f1
n1
− f2

n2

))′(
T∗

(
f1
n1
− f2

n2

))
→L

v∑

i=1

α∗i z
2
i (3.3)

where theα∗i ’s are the eigenvalues ofT∗Σ∗T∗′. The difficulty in using such a statistic is
that unlikeT in the complete case,T∗ is a function of bothπ∗, and, throughΠC, of π.
The probabilities in the complete case cannot be estimated from the incomplete information.
In order to make use of a tractable statistic, in what follows we will replaceT∗ in (3.1) by
T∗ = (k!/t!)TC. This version ofT∗ is in fact the one in whichπi = 1/t!, the uniform case,
for thenΠ = (1/t!)It!, and(Π∗)−1 = k!Ik!, whereIm is the(m×m) identity matrix.

With this change inT∗, Alvo & Cabilio (1991) show that in the Spearman and Kendall
cases, the columns ofT∗ are respectively of the form

t∗S (µ∗) =
t + 1
k + 1

[(
µ∗ (i)− k + 1

2

)
δ (i)

]′

i

, 1 ≤ i ≤ t

t∗K (µ∗) = [a∗ (i, j)]
′
(i,j) , 1 ≤ i < j ≤

(
t

2

)

whereδ (i) = 1 or 0, according to whether or not objecti is ranked, and

a∗(i, j) =





sgn(µ∗(j)− µ∗(i)) δ (i) = δ (j) = 1

1− 2µ∗(i)
k+1 δ (i) = 1, δ (j) = 0

2µ∗(j)
k+1 − 1 δ (i) = 0, δ (j) = 1

0 δ (i) = δ (j) = 0

. (3.4)

For such cases, the statistic(3.3) simplifies to forms analogous to(2.4) and (2.5) . In the
Spearman case it becomes

N

(
t + 1
k + 1

)2 t∑

i=1

(µ̄∗(1)(i)− µ̄∗(2)(i))2 (3.5)

whereµ̄∗(`)(i) = 1
n`

∑n`
g=1 µ

∗(`)
g (i)δg (i) , the mean of the ranks assigned to the non-missing

objecti = 1, ..., t by then` judges sampled from population` = 1, 2. If we let

ν (i) =
t + 1
k + 1

µ∗ (i) δ (i) + (1− δ (i))
t + 1

2
(3.6)
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we may rewrite the elements oft∗S (µ∗) as(ν (i)− (t + 1) /2) , and(3.5) becomes

N
t∑

i=1

(
ν̄(1)(i)− ν̄(2)(i)

)2
(3.7)

whereν̄(`)(i) = 1
n`

∑n`
g=1 ν

(`)
g (i), andν

(`)
g (i) is the score(3.6) assigned to objecti by the

gth judge from populatioǹ = 1, 2. Note that thet−dimensional vectorν with components
(3.6) , is a vector with element the adjusted incomplete rankt+1

k+1µ∗ (i) if that object is ranked,
and t+1

2 if it is not.
In the Kendall case(3.3) simplifies to

N
∑

i<j

(
ā∗(1)(i, j)− ā∗(2)(i, j)

)2
(3.8)

whereā
∗(`)(i, j) = 1

n`

∑n`
g=1 a

∗(`)
g (i, j), anda

∗(`)
g (i, j), defined in(3.4) above, is the pairwise

score assigned to object pairs(i, j), 1 ≤ i < j ≤ (
t
2

)
, by thegth judge from population

` = 1, 2. For simplicity, in what follows, we may use a reordering of the pairs, such as the one
suggested in Section 2, to writea∗(r) = a∗(i, j).where1 ≤ r ≤ q =

(
t
2

)
.

Under the null hypothesisΣ∗
1 = Σ∗

2, and we use a pooled estimateΣ̂∗
P = N2

n1n2

1
N−2((n1−

1)Σ̂∗
1 + (n2 − 1)Σ̂∗

2), which is analogous to the one in the complete case in(2.6) . The
eigenvalues in(3.3) are estimated by those ofT∗Σ̂∗

PT∗′. The covariance estimates in(2.7)
and(2.8) are replaced by their counterparts in the incomplete case.

Thus, ifν(`)
g =

(
ν

(`)
g (1), ν(`)

g (2), ..., ν(`)
g (t)

)′
, ν̄(`) =

(
ν̄(`)(1), ν̄(`)(2), ..., ν̄(`)(t)

)′
, then

T∗
SΣ̂∗

`T
∗′
S =

1
n` − 1

n∑̀

g=1

(
ν(`)

g − ν̄(`)
)(

ν(`)
g − ν̄(`)

)′
,

and in the Kendall case, witha∗(`)g =
(
a
∗(`)
g (1), a∗(`)g (2), ..., a∗(`)g (q)

)′
,

T∗
KΣ̂`T∗′

K =
1

n` − 1

n∑̀

g=1

(
a∗(`)g − ā∗(`)

)(
a∗(`)g − ā∗(`)

)′
.

4 Inferential Models

In this section we consider two situations in which complete and various patterns of incom-
plete blocks occur in the rankings from the two populations. In one case the sample space
includes only thet! complete rankings and the (unknown) probabilities associated with such
rankings. Complete rankings, if present, occur in both samples, and observed incomplete
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rankings with the same patterns also occur in both samples. The null hypothesis is that the
distributions over the complete rankings are the same for the two populations. The second
situation is one in which the sample space is enlarged to include not only permutations of
complete rankings, but, as well, all permutations of incomplete rankings with various possible
numbers and patterns of missing observations. In such a case the null hypothesis is that the
distributions over this expanded sample space are identical. In what follows, we will denote
by Ch the compatibility matrix for the pattern of missing observations indexed byh. There
are

∑t−1
k=2

(
t
k

)
= 2t−2− t such possible patterns for which2 ≤ k ≤ t−1. We note that there

are a total of
(

t
k

)
k! = (t!/ (t− k)!) possible different pattern and permutation outcomes for a

fixed numbert− k of missing observations.

4.1 Case 1: Matched Patterns of Incomplete Rankings

The approach will be demonstrated in the case where complete rankings and incomplete rank-
ings of one specified pattern are present in both samples. In this situation we observen`

rankings from populatioǹ = 1, 2, of which n`1 are complete, andn`2 are incomplete with
the same pattern oft−k missing observations indexed byh. For each sample ofn`1 complete
rankings,f`1 is thet! dimensional frequency vector, and similarly, for each sample ofn`2 in-
complete rankings,f`2 is the correspondingk! dimensional frequency vector. From(2.2) and
(3.2) it follows that underH0 : π1 = π2, if n`j/N → λ`j asN →∞, `, j = 1, 2,

√
NT

(
f11

n11
− f21

n21

)
→ N (

0,TΣT′) ,

√
NT∗

h

(
f12

n12
− f22

n22

)
→ N (

0,T∗
hΣ

∗T∗
h
′) .

Since complete and incomplete cases are independent, the test statistic

G = N

(
T( f11

n11
− f21

n21
)

T∗
h( f12

n12
− f22

n22
)

)′(
T( f11

n11
− f21

n21
)

T∗
h( f12

n12
− f22

n22
)

)
(4.1)

has, asN → ∞, the same distribution as
∑

j βjz
2
j whereβj are the eigenvalues ofΓ =(

TΣT′ 0

0 T∗
hΣ

∗
hT

∗
h
′

)
. In the Spearman case, the test statistic is found to be

N
t∑

i=1

(
(µ̄(1)(i)− µ̄(2)(i))2 + (

t + 1
k + 1

)2(µ̄∗(1)(i)− µ̄∗(2)(i))2
)

, (4.2)

and in the Kendall case the test statistic is

N

q∑

i=1

(
(ā(1)(i)− ā(2)(i))2 + (ā∗(1)(i)− ā∗(2)(i))2

)
. (4.3)
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The estimates of the components ofΓ are generated from the corresponding estimates in the
complete and incomplete cases described in Sections 2 and 3.

The approach detailed here may be generalized to the situation where we have several
fixed matching patterns of missing observations in both samples.

4.2 Case 2: Expanded Probability Space

The approach in this case is a direct extension of the complete case with an expansion of
possible outcomes, and an adjustment of the matrix of score vectors to take into account the
incomplete rankings. The probabilities over this expanded space are denoted byπ∗` , ` = 1, 2,
and the hypothesis of homogeneityH∗0 : π∗1 = π∗2, may be tested either conditionally on
the observed patterns of missing observations, or unconditionally over all2t − 2− t possible
patterns. In either case, define a new matrix

T∗ = T
(
I|k1!

t!
C1|k2!

t!
C2| · · · |kd!

t!
Cd

)

where eachCh represents a compatibility matrix for a distinct incomplete pattern, andd is the
number of incomplete patterns included in the test for homogeneity. Letf ′` = (f ′`0|f ′`1| · · · |f ′`d)
denote the vector of frequencies, wheref`0 and thef`h, h = 1, ..., d, are, respectively, the
vectors of frequencies for the complete case and for the individual incomplete patterns listed
in the order corresponding to that inT∗. Let n`h denote the number observed with pattern
indexed byh in populatioǹ , so that

∑d
h=0 n`h = n`. Arguments identical to those in Section

2, yield analogous results withT∗ playing the role ofT. In particular, if n` is the total
number of observations from population` = 1, 2, N = n1 + n2 andΣ` is the covariance
matrix corresponding to the distributionπ∗` , it follows that forH∗0 : π∗1 = π∗2, the test statistic
(2.3) becomes

G = N

(
T∗

(
f1
n1
− f2

n2

))′(
T∗

(
f1
n1
− f2

n2

))
. (4.4)

The asymptotic distribution of this statistic is approximated by the distribution of
∑

i α̂iz
2
i ,

wherezi are independent standard normal variates, andα̂i’s are the eigenvalues ofT∗Σ̂T∗′,
whereΣ̂ is an appropriate estimate ofΣ = (1/λ1)Σ1 +(1/λ2)Σ2. In order to simplify(4.4)
it is convenient to relabel the observed values of elements ofT∗. In the Spearman case the
collection oft−dimensional observed scores ofT∗

S may be written as

(
µ1,µ2, ..., µn`0

|ν11,ν12, ...,ν1n`1
| · · · |νd1,νd2, ..., νdn`d

)−
(

t + 1
2

)
J,

whereJ is a matrix of 1’s,µj are complete rankings, andνhj are weighted incomplete rank-
ings with elements as in(3.6) , corresponding to incomplete patternh = 1, ..., d. We denote

these observations byν∗(`)g for g = 1, ..., n`, ` = 1, 2. The same arguments leading to(2.4)
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and(3.7) show that(4.4) may be written as

N

t∑

i=1

(
ν̄∗(1)(i)− ν̄∗(2)(i)

)2
, (4.5)

whereν̄∗(`)(i) = 1
n`

∑n`
g=1 ν

∗(`)
g (i). The Kendall case follows in a similar manner, with the

the collection ofq =
(

t
2

)−dimensional observed scores ofT∗
K , written as

(
a1,a2, ...,an`0

|a∗11,a
∗
12, ...,a

∗
1n`1

| · · · |a∗d1,a
∗
d2, ...,a

∗
dn`d

)

whereaj are vectors of complete pairwise concordances, anda∗hj h = 1, ..., d, are vectors
with elements as in(3.4) . Analogously to the Spearman case we denote these observations

by α
∗(`)
g for g = 1, ..., n`, ` = 1, 2, and the same arguments leading to(2.5) and(3.8) show

that(4.4) may be written as

N

q∑

r=1

(
ᾱ∗(1)(r)− ᾱ∗(2)(r)

)2
, (4.6)

whereᾱ∗(`)(r) = 1
n`

∑n`
g=1 α

∗(`)
g (r).

The estimate of the covariance matrix underH∗0 : π∗1 = π∗2 is of the form(2.6) , with
F` = diag (f ′`0|f ′`1| · · · |f ′`d) in this expanded case. In the Spearman case

T∗
SΣ̂`T∗′

S =
1

n` − 1

n∑̀

g=1

(
ν∗(`)g − ν̄∗(`)

)(
ν∗(`)g − ν̄∗(`)

)′

and in the Kendall case

T∗
KΣ̂`T∗′

K =
1

n` − 1

n∑̀

g=1

(
α∗(`)g − ᾱ∗(`)

)(
α∗(`)g − ᾱ∗(`)

)′
.

5 Implementation of the Tests

Under either case 1 or 2 inferential model, we reject the null hypothesis of homogeneity for
large observed values of the statisticG in (4.1) or (4.4) . For an observed valueG0 of this test
statistic we can approximate theP − value = P (G ≥ G0) of the test in several ways which
we describe in the following. One approach is to use the asymptotic distribution to approx-
imate the null. Approximations to the distribution ofQ =

∑
i ψiz

2
i , wherezi are indepen-

dent standard normal variates, are given in Jensen & Solomon (1972). Lettingθs =
∑

i ψ
s
i ,

this approach, known as the Wilson-Hilferty approximation, is to show that the distribution
of (Q/θ1)

h is approximately normal whenh = 1 − (
2θ1θ3/3θ2

2

)
, with mean and variance
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(
1 + (θ2h(h− 1)) /θ2

1

)
and

(
2θ2h

2
)
/θ2

1 respectively. In practice,Q is the appropriate statis-

tic G in (4.1) or (4.4) , ψi are the eigenvalues of the estimated covariances,Γ̂ in case 1, or
T∗Σ̂T∗′ in case 2. Another easily implemented approach is to simulate theP − value of G0

by resampling. In case 1, with one set of incomplete observations, at each step we randomly
selectn11 complete rankings from the combined set of of observedn11 + n21 complete rank-
ings, andn12 incomplete rankings from the combined set of observedn12 + n22 incomplete
rankings with the same pattern, and thus calculate the corresponding value ofG0. In case 2
we randomly selectn1 rankings from the combined set ofN = n1 + n2 rankings of all types,
and calculateG0.

Instead of using the statisticG, another approach that can be considered is the multire-
sponse permutation procedure (MRPP) developed by Mielke & Berry (2001). This MRPP
statistic is the weighted sum of the internal average distances between all rankings within a
group of rankings. The weights chosen are the proportional sizes of each group. In our situa-
tion this statistic is of the formδ = (n1/N) ξ1 + (n2/N) ξ2, whereξi is the average distance
between all rankings in groupGi

ξi =
(

ni

2

)−1 ∑

r,s∈Gi

d (µr, µs) .

In this setting, small values ofδ are significant. The test is implemented through simulations
in which the resampling procedure is the same as that described in theG−test above.

The distances between rankings are related to the similarity measuresA (µ1, µ2) through
d (µ1,µ2) = c−A (µ1, µ2) . In the Spearman case the distance is

dS (µ1, µ2) =
1
2

t∑

i=1

(µ1(i)− µ2(i))
2 =

t(t2 − 1)
12

−
t∑

i=1

(
µ1(i)−

t + 1
2

)(
µ2(i)−

t + 1
2

)

so thatcS = t(t2 − 1)/12, or equivalently

dS (µ1, µ2) =
t (t + 1) (2t + 1)

6
−

t∑

i=1

µ1(i)µ2(i),

while in the Kendall case

dK (µ1, µ2) =
∑

i<j

(1− sgn(µ1(j)− µ1(i))sgn(µ2(j)− µ2(i)))

=
t (t− 1)

2
−

∑

i<j

sgn(µ1(j)− µ1(i))sgn(µ2(j)− µ2(i))

so thatcK = t(t − 1)/2. Analogously, Alvo & Cabilio (1995) defined distances between
two incomplete rankingsµ∗1 and µ∗2,with possibly different patterns and number of miss-
ing observationst − k1 andt − k2, asd (µ∗1, µ

∗
2) = c − A (µ∗1, µ

∗
2) , whereA (µ∗1, µ

∗
2) =
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t∗ (µ∗1)
′ t∗ (µ∗2) . In the Spearman case

d∗S (µ∗1, µ
∗
2) = cS −

t∑

i=1

(
t + 1
k1 + 1

)(
µ∗1 (i)− k1 + 1

2

)(
t + 1
k2 + 1

)(
µ∗2 (i)− k2 + 1

2

)
δ (i)

=
t (t + 1) (2t + 1)

6
−

t∑

i=1

ν1(i)ν2(i)

while in the Kendall case

d∗K (µ∗1, µ
∗
2) = cK −

∑

i<j

a∗1 (i, j) a∗2 (i, j) .

Distances defined this way have the property that the distance between an incomplete ranking
and itself is a minimal distance, but this distance is greater than zero. This is not surprising,
given the fact that such measures between two incomplete rankings are in fact averages of the
distances between the sets of complete rankings compatible with each of the incomplete rank-
ings. In applying MRPP methods, Mielke & Berry (2001) do not require that such distances
be metrics, in that the triangle inequality need not maintain, thus allowing squared Euclidian
distances, of which the Spearman distance is a special example. However, they do require that
this distance, or measure of separation, have the property that the distance from an element to
itself be zero, a property which our distances in the incomplete case do not possess. Thus the
use of MRPP in this case may not produce reliable results.

6 Examples

In the following we give two examples in which we apply the tests developed here, as well
as the MRPP, for both models. All the calculations were conducted using the R programming
language, and the code is available from the third author.

6.1 Medical Compliance

Gwadry-Sridhar, et al. (2005), report a study on the effect of additional education on medical
compliance of heart failure patients. Pharmacy refill data was collected on patients who had
been randomly allocated to receive control (standard information) or treatment (additional
information on diet, lifestyle and compliant medication use). The patients of interest received
as many as four medications (ACE-inhibitors, diuretics, beta-blockers and digoxin), but not
all patients received all four. For each patient, a value of an index of medical compliance was
calculated for each medication taken, yielding four dimensional data vectors with possibly
missing values. In this example we consider only blocks which have at least two values, and
no ties. Table 1 lists the number of observations for each missing pattern, where ‘ X ’ denotes
an observation, and ‘’ a missing value.
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Pattern Control Treatment Total

XXXX 12 12 24

XX X 11 8 19

XXX 10 11 21

X X 5 8 13

XX 5 9 14

n1 = 43 n2 = 48 N = 91

Table 1. Sample Sizes in Medical Compliance of Heart Failure Data

Tests were conducted for both Case 1 and Case 2 models using the Spearman measure,
with the resultingP − values given in Table 2. We note that even though the sample sizes
appear to be moderate, in both cases theP −values using the Wilson-Hilferty approximation
of the asymptotic distribution are very close to the corresponding simulated values. However
theP − values are much higher for the Case 1 null hypothesis. TheP − value obtained by
the MRPP method is close to the others for Case 2, but is quite different for Case 1. We note
that Wilcoxon tests were conducted for each of the four medications individually, and in each
case the results were not significant

Case 1 Case 2

Wilson-Hilferty 0.720 0.220

Resampling 0.727 0.219

MRPP 0.382 0.230

Table 2.P − values for Tests of Homogeneity for Medical Compliance

6.2 Leisure Time Preferences

Hollander & Sethuraman (1978) present data on leisure time preferences of two groups of
females, one black, and the other white. The females were in the age group 70-79, and were
asked to rank their preferences of the gender of individual they preferred to spend their leisure
time with, the choices being “male”, “female”, or “both”. This complete rank data was
analyzed in Feigin & Alvo (1986), and the results were found to be highly significant. In
order to see how incomplete blocks would affect the conclusions, we randomly deleted one
rank from six responses in each group, three from the “female” and three from the “both”
categories. Table 3 lists the number of observations for each missing pattern.
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Pattern Group 1 Group 2 Total

XXX 8 7 15

X X 3 3 6

XX 3 3 6

n1 = 14 n2 = 13 N = 27

Table 3. Sample Sizes in Leisure Time Data

Tests were conducted for both Case 1 and Case 2 models using both the Spearman and
Kendall measures, with the resultingP − values given in Table 4. In addition the tests were
carried out for the complete data and the results are given in Table 5. It is seen that the results
are fairly consistent between complete and incomplete cases, statistics used, models tested
and measures used.

Spearman Kendall

Case 1 Case 2 Case 1 Case 2

Wilson-Hilferty 0.0000 0.0001 0.0001 0.0001

Resampling 0.0001 0.0001 0.0000 0.0004

MRPP 0.0001 0.0000 0.0000 0.0003

Table 4.P − values for Tests of Homogeneity for Leisure Time Incomplete Data

Spearman Kendall

Wilson-Hilferty 0.0000 0.0002

Resampling 0.0003 0.0002

MRPP 0.0001 0.0002

Table 5.P − values for Tests of Homogeneity for Complete Leisure Time Data

7 Conclusion

We have developed rank based methods for testing homogeneity of populations of rankings,
which may be complete or incomplete, based on functions of measures of similarity between
such rankings. Although in this development we have restricted attention to two measures
of similarity, the Spearman and the Kendall, such an approach is completely generalizable to
other measures such as Hamming (Alvo & Cabilio, 1998). All such tests have forms which are
easily calculated, and their asymptotic distributions are linear combinations of independentχ2
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variables with one degree of freedom. These test statistics are not consistent with the null hy-
pothesis of uniformity between the populations, but with the more restrictive assumption of
uniformity within each population. Such a restriction is necessary, for without it the statistic
derived would be intractable. We consider two different population models from which two
different statistics emerge. In the first case all incomplete blocks have patterns and numbers of
missing observations which are present in the samples from both populations, and the statistic
is appropriate for testing the homogeneity between the two populations of probability distri-
butions over the complete rankings. In the second case, the probability space is expanded to
include all permutations of incomplete rankings with various number and patterns of missing
values, and the appropriate test is derived to test for the homogeneity of such probabilities be-
tween the two populations. Two examples are presented in whichP − values of the tests are
approximated using the asymptotic distribution as well as by simulation methods. In addition,
the MRPP procedure developed in Mielke & Berry (2001) was applied to the same examples.
It is noted that the distance measures in the incomplete cases are not proper in the sense that
the distance between one incomplete ranking and itself is not zero, and this may affect the ap-
plicability of the MRPP procedure. In the examples given, resampling and asymptotic results
give very similar results for both models, while MRPP results appear quite different in one
case. TheP − values may differ between the two models as is the case in Example 1.
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