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Abstract 

In this paper, minimax estimators of the scale parameter of the Laplace double 

exponential distribution have been developed under modified linear exponential 

(MLINEX) loss function applying the theorem of Lehmann (1950). The efficiency of the 

estimators are also been studied. 
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1. Introduction 

In statistical inference, the minimax estimation is an upgraded non classical 

approach which was introduced by Wald (1950) exploiting the concept of the 

theory of game. It opens a new dimension in the theory of estimation and enriched 

the method of point estimation. Roy (1982, 1983) studied minimax estimation of 

the mean of normal distribution for convex and 0-1 type of loss functions and 

variance of rectangular distribution for quadratic loss function. Roy et al (2002) 

and Podder et al (2004) also studied minimax estimation of the parameter of 

Weibull distribution and Pareto distribution for quadratic and MLINEX loss 
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functions. The most important elements in the minimax approach are the 

specification of the prior distribution and the use of the loss functions.  

Laplace double exponential distribution is a very popular continuous distribution. 

It is a special case of Gamma distribution which is widely used and has 

considerable importance in statistical procedures.  

The probability density function of the Laplace double exponential distribution is 

given by 
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                  = 0              ;   otherwise. 

where θ and λ are the scale and location parameters respectively of the 

distribution. Practically location parameter has limited use. Here, only the scale 

parameter is considered to estimate.  

In this paper we have derived, the minimax estimator of the scale parameter θ of 

the Laplace double exponential distribution by using MLINEX loss function. The 

derivation depends primarily on the theorem due to Lehmann (1950) stated as 

follows: 

Lehmann’s Theorem : Let };{ F  be a family of distribution functions and D 

a class of estimators of θ  Suppose that  Dd   is a Bayes estimator against a 

prior distribution )(   on the parameter space Θ and risk function ),( * dR

=constant of Θ; then d is a minimax estimator of  . 

 

2. Preliminaries 

Modified Linear Exponential (MLINEX) loss function  

MLINEX loss function was proposed by Wahed and BorhanUddin (1998) which 

is asymmetric and convex loss function for estimating θ by ̂  and is given by 
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where W and c are two known parameters of loss function. 

 



 

 

 

 

 

 

 

Debnath, Ali, Roy and Sultana: Minimax Estimation of the ...                                    107 

 

 

 

Bayes Estimator 

The Bayes estimator of θ under MLINEX loss function provided by Wahed and 

Borhan Uddin (1998) is given by 

  c
cE
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)(ˆ                                                                            (2.2) 

Risk function 

Risk function is the expected value of loss function with respect to the given 

sample observations. Let ),ˆ( L be the loss function for estimating θ by ̂ , then 

the risk function denoted by ),ˆ( R  is defined as 

 ),ˆ(),ˆ(  LER                                                                         (2.3) 

 

3. Main Results 

Bayes Estimator of θ 

Let ),,,( 21 nXXXX     be a random sample of size n drawn from the density 

(1.1), then the joint density of θ for given simple random sample is 
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Let us assume that θ has Jeffre’s non-informative prior density defined as  




1
)( g     ;      θ >0                                                                          (3.2) 

Therefore the posterior density of θ for given random sample X obtained by 

combining (3.1) and (3.2) is 
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which implies that θ is distributed as inverse Gamma distribution with parameters 
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Hence the Bayes estimator of θ under MLINEX loss function (2.1) is obtainable 

as  

  c
c

M E
1

)(ˆ     

Where 
 



  dXfE cc )|()(  

                           = 




























0 1

1
11

||









de
n

x
n

i

ix

cn

n
n

i

i

 

                           =
  cn

i

n
n

i

i

x

cn

n

x

























||

)(
||

1





 

                                     =
 cixn

cn

 



||

)(


 



 

 

 

 

 

 

 

Debnath, Ali, Roy and Sultana: Minimax Estimation of the ...                                    109 

 

 

 

Therefore  

           
















n

i

i

c

M x
cn

n

1

1

||
)(

ˆ  = KT 

where T =



n

i

ix
1

||    is a complete sufficient statistics for θ and K=
c

cn

n
1

)( 











. 

 

Risk function 

The risk function under the MLINEX loss function (2.1) is given by  
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which is constant with respect to   as n and c are known and independent of  .So 

from the Lehmann’s theorem stated in section 1, it follows that 
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of the Laplace double exponential distribution under the MLINEX loss function. 

 

4. Efficiency of the Estimator 

In this section, we are interested to find the efficiency of minimax estimator M̂  

with respect to the classical maximum likelihood estimator (MLE). 

The log of the joint density of   for the given sample ),,( 21 nxxxX   is 

obtained from (3.1) as 





















n

i

in x

nx 1

||

log
2

1
log)|(log  

 

MLE of   can be obtained from the solution of the equation 
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Again 
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Note that  

If c=1, E=1 implies that method of minimax estimation under MLINEX loss 

function and the classical MLE procedure are equally efficient.  

If c ≥ 2, E>1 indicates that method of minimax estimation under MLINEX loss 

function is always more efficient than the classical MLE procedure. 

We have also compared the efficiency with the help of simulation study for the 

different values of the parameters (𝜃 and 𝜆) and sample sizes and found similar 

results. The results obtained in the simulation study is mentioned in the 

supplementary file. 
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Appendix 

In this regards the supplementary file is provided for the simulation study. 

Supplementary file 

In the following simulation study we obtained that if c=1 then E=1 implies that 

method of minimax estimation under MLINEX loss function and the classical 

MLE procedure are equally efficient.  

if c ≥ 2, E>1 indicates that method of minimax estimation under MLINEX loss 

function is always more efficient than the classical MLE procedure. 
 

Table 1: Efficiency of the scale parameter for n=100, 𝜃=1, 𝜆=2 and different 

values of c 
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Table 2: Efficiency of the scale parameter for n=120, 𝜃=1, 𝜆=2 and different 

values of c 

 
 

Table 3: Efficiency of the scale parameter for n=120, 𝜃=-3, 𝜆=3 and different 

values of c 
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Table 4: Efficiency of the scale parameter for n=120, 𝜽=-5, 𝝀=15 and 

different values of c 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Efficiency of the scale parameter for different values of c 
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Figure 2: Efficiency of the scale parameter for different values of c 
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