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 Abstract 

Records occur naturally in various fields of studies such as science, sports, engineering, 

medicine, and industry among others. An observation is called is called a record if it is 

greater than (or less than) all the preceding observations. In the case of discrete 

distributions an observation is called a weak record if it is equal to the preceding record. 

In this paper some basic properties of records including weak records are presented. 

Examples are given for the use of records to estimate parameters and characterizations of 

continuous distributions.  
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1. Introduction 

Record values are the local maxima or minima of a sequence of random variables. 

Consider the following observations: 

  6, 10, 5, 6, 11, 11, 14, 4, 18, 4, 1, …  

  6,10,11,14,18          - upper record values 

  6,5,4,1                     - lower record values 

  6,10,11,11,14.18     - upper weak records   

  6, 5,4,4,1                  -lower weak record 
 

One can go from lower records to upper records by replacing the original 

sequence of random variables {Xj} by {-Xj, j >1} or if P(Xj > 0) = 1 by {1/Xj, 

i>1}, j=1,2,…    
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Chandler (1952) introduced the record values, record times and inter record 

times. He proved the interesting result that for any given distribution of a random 

variable the expected value of the inter record time is infinite. Feller (1966) gave 

some examples of record values with respect to gambling problems. 
 

2. Definition of Record Values and Record Times 

Suppose that X1, X2 .... is a sequence of independent and identically distributed 

random variables with cumulative distribution function F(x). Let Yn = max 

(min){X1, X2,..., Xn} for n > 1. We say Xj is an upper (lower) record value of {Xn,  

n >1}, if Yj > (<)Yj-1, j > 1. By definition X1 is an upper as well as a lower record 

value.  

The indices at which the upper record values occur are given by the record times 

{U(n)}, n > 0, where U(n) = min{j|j>U(n-1), Xj > XU(n-1), n >1} and U(1)=1. 

The record times of the sequence {Xn, n >1} are the same as those for the 

sequence {F(Xn), n > 1}. Since F(X) has an uniform distribution, it follows that 

the distribution of U(n), n > 1 does not depend on F. We will denote L(n) as the 

indices where the lower record values occur. By our assumption U(1) = L(1) = 1. 

The distribution of L(n) also does not depend on F. 
 

3. The Exact Distribution of Record Values of Continuous 

Random Variables  

Many properties of the record value sequence can be expressed in terms of R(x),  

where R(x) = - ln 𝐹̄(𝑥), 0 < 𝐹̅(𝑥) < 1 and 𝐹̄(𝑥) = 1 − 𝐹(𝑥). Here 'ln' is used for 

the natural logarithm. If we define Fn(x) as the distribution function of XU(n) for  

n>1, then we have  

        F1(x) = P[XU(1) < x] = F(x)                                                                      (3.1)  

The cdf Fn(x) of XU(n) is 

Fn(x) = P(XU(n)< x) =∫
𝑅𝑛−1(𝑥)

Γ(𝑛)
𝑑𝐹(𝑥)

𝑥

−∞
,  -∞ < 𝑥 < ∞                         (3.2) 

This can be expressed as  

1
( )

( )
( )

n
R x u

n

u
F x e du

n







 ,    x   

The pdf  fn(x) of XU(n)  is 
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 𝑓𝑛(𝑥) =  
𝑅𝑛−1(𝑥)

Γ(𝑛)
𝑓(𝑥), - ∞ < 𝑥 < ∞                                                             (3.3) 

The joint pdf f(x1, x2, ... , xn) of the n record values (XU(1), XU(2), ..., XU(n)) is given 

by  

1 2 1 2 1( , ,...., ) ( ) ( ) .... ( ) f ( )n n nf x x x r x r x r x x  

for 1 2 1... n nx x x x        .                            

The function r(x) is known as hazard rate. 

 

The joint pdf of XU(i) and XU(j) is      

 𝑓(𝑥𝑖,𝑥𝑗) =
(𝑅(𝑥))

𝑖−1

Γ(𝑖)
𝑟(𝑥𝑖)

(𝑅(𝑥𝑗)−𝑅(𝑥𝑖)𝑗−𝑖−1

Γ(𝑗−𝑖)
𝑓(𝑥𝑗)                                         (3.4) 

for i jx x      .                                                          

Example 3.1 

Consider the exponential distribution with pdf f(x) as 
-( ) ,0xf x e x    and 

cdf F(x) as F(x) = 1- e-x,  0 < x  . Then R(x) = x and  

𝑓𝑛(𝑥) =
𝑥𝑛−1

Γ(𝑛) 
𝑒−𝑥 , x≥ 0 

           = 0, otherwise. 

Thus the nth record from exponential distribution has gamma distribution. 
 

Example 3.2   

Suppose that the random variable X has the Gumbel distribution with pdf  

  ( ) ,
xx ef x e e x

     . 

Let F(n)(x) and f(n)(x) be the cdf and pdf of XL(n) respectively. It is easy to see that                       

( )( )
( )

u
nu

x e
n

e
F x e du

n









  

and              

( ) ( ) ,
( )

x
nx

e
n

e
f x e x

n




   

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Let f(m,n)(x,y) be the joint pdf of XL(m) and XL(n), m<n. Using (3.4), we obtain  for 

the Gumbel distribution 

       
 

   

1

, , ,
y

n m
y x

mx
y e

m n

e e e
f x y e e y x

n m m



 
 


 


     

  
. 

 

4.  Number of Records in a Sequence of Observations  

We will consider here the number of upper records among the sequence of 

observations X
1
, X

2
, ..., Xn, the result for the lower records are identical. 

Let Mn be the number of upper records among the sequence X1, ...., Xn. 

P[Mn< 2] = P[U(2) > n] = P[1 > n-1]  = 
1

.
n

 

P[Mn < 3] = P[U(3) > 3] 
1

1 2

1

[ , 1]
n

m

P n m m




      
1

1

1 1n

mn n m








  

In general  

   

1
1 11 ....

1 1 1 1
[ < 1] [ ( 1) ]=

k

n
k km m n

P M k P U k n
n n m n m m   

     
 

 . 

Theorem 4.1 

  
1

1
( ) =

n

n

i

E M
i

   and 
2

1

1
( ) , 1

n

n

i

i
Var M n

i


  . 

 

5. Representation of Records  

Let Y1, Y2, …, Yn, be a sequence of independent and identically distributed random 

variables with the cdf as F0(x) = 1-exp(-x), x>0. Further suppose that X1, X2,…. be 

a sequence i.i.d. r.v.’s with continuous cdf  F. Then one has  

  1ln(1 ( )) dF x Y  . 

The following theorem gives the representation of the nth record as a function of n 

independent random variables. 
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Theorem 5.1 

1
( ) 1 2 ( ( ) ( ) ... ( ))d

U n F F F F nX g g X g X g X
    , where gF(x) = -ln(1-F(x)) and 

-1 1
 ( )  (1- )x

Fg x F e  . 
 

Example 5.1 Exponential distribution   

For the two parameter exponential distribution, E(, ), with cdf F(x) as 

    F(x) = 1-e
-(x-) /

 , x > 0, we   obtain    

( ) 1 2 ... ( 1)d
U n nX X X X n      

 

where X’s are distributed as E(, ), 
 

Example 5.2 Weibull Distribution 

For the Weibull distribution with F(x) as  

( ) 1 , 0,  0,  0

        0, for  0.

xF x e x

x

      

 
 

Using Theorem 5.1, we obtain 

     𝑿𝑼(𝒏)
 𝒅
 =

( 𝑿𝟏
𝜶 + 𝑿𝟐

𝜶 + ⋯ + 𝑿𝒏
𝜶)

𝟏

𝜶, 

where X1, X2, ⋯ Xn are independent identically distributed with as Weibull cdf 

F(x) as given above. 

 

6. Records of the Discrete Distributions  

Let X1, X2, …, Xn be a sequence independent and identically distributed random 

variables taking values on 0, 1, 2, … such that F(n) <1 for all n, n = 0, 1, 2, ….  

We define the upper record times, U(n) as U(1) =1, U(n+1) = min{j > U(n), Xj > 

XU(n) }, n=1, 2, …. The nth upper record value is defined as XU(n). Let pk = 

P(X1=k),  

0

( ) ( ) , ( ) 1 ( ) and ( ) 1.
k

j

P k p j P k P k P


      

The joint probability mass function (pmf) of the XU(1), XU(2),…, XU(n) is defined as  
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 P1,2,…,n(x1,x2,..xn) = P(XU(1)=x1, XU(2)=x2,…., XU(n)=xn) 

=  
𝑝(𝑥1)

𝑃̅(𝑥1)

𝑝(𝑥2)

𝑃̅(𝑥2)
…

𝑝(𝑥𝑛−1)

…𝑃̅𝐼𝑥𝑛−1)
 p(𝑥𝑛), -∞<𝑥1 < 𝑥2 < … <𝑥𝑛 

                      = 0, otherwise.                                        (6.1) 

The marginal pmfs of the upper record values are given as 

   p1(x1) = P(XU(1)= x1) =  p(x1) , x1 = 0,1, 2,…,             

   p2(x2) = P(XU(2)= x2) = R1(x2) p(x2),   

where  

1 2

1 1 2

0

( )
( ) = ( ), ( ) ,  =1,2,...,  

( )x x

p x
R k B x B x x

P x 

  

Pn(xn) = P(XU(n)=xn) = Rn-1(xn)p(xn), 
  

1 2

-1 1 2 1

0 ...

( ) = ( ) ( ).... ( ),  -1,  ,  ...

n

n n n n

x x x

R x B x B x B x x n n

   

                       (6.2) 

The joint pmf of XU(m) and XU(n), m < n is given by 

Pm,n(xm,xn) = P(XU(m) = xm, XU(n) = xn) 

      = Rm-1(xm)A(xm) Rm+1,n(xm,xn) p(xn), m< xm < xn –n + m < ,   (6.3) 

where  

1 2

1, 1 1

...

( , ) = ( ).... ( ), 1

                    1,     if   1

m m m n

m n m n

x x x x

R x y B x B x m n

m n

 

  

   

 

  


 

The sequence of upper record values XU(1), XU(2) … forms a Markov chain.   
 

Example 6.1 

Consider the geometric distribution with probability mass function:  

    p(k) = P(X = k) = pqk -1,   0 < p < 1, q = 1-p , k  Ao 

       = 0, otherwise,                                                                                         (6.4) 

where An = is the set of integers n+1, n+2, ..., and n > 0. We say X  GE(p), if the 

pmf of X is as given in (6.4).  For k > 0, we define r(k) = P[X = k| X > k ].  

If X  GE(p), then  and p(x) = pqx-1, for x Ao.  P x q x( ) 
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Substituting the values of and p(xi) in (6.4), we get the joint pmf of the n 

record values as  

  P(𝑥1, 𝑥2 … . , 𝑥𝑛) =  𝑝𝑛𝑞𝑥𝑛−𝑛, 1<𝑥1 < 𝑥2 < ⋯ < 𝑥𝑛 < ∞ 

                             = 0, Otherwise.              (6.5) 

The conditional pmf of XU(n) | XU(n-1) =xn-1 is 

 P(XU(n) = xn | XU(n-1) = xn-1) = 1 1n nx x
pq  

, n-1< xn-1<xn<, 

                                          = 0, otherwise. 

Thus XU(n) –XU(n-1) is independent of XU(n-1) and XU(n) –XU(n-1)  GE(p), n=2,3,…. 

Let  V1 = XU(1) 

     V2 = XU(2)- XU(1) 

     Vn = XU(n) – XU(n-1). 

Then Vi’s are independent and Vi  GE(p). 

We have  

  XU(n)  = V1 +V2 +…+ Vn. 

Thus the marginal pmf of XU(m) can be written as  

     

        = 0, otherwise.     (6.6) 

We see that XU(m) has a negative binomial distribution with parameters m and p.   
 

7. Weak Records 

Vervaat (1973) introduced the concept of weak records of discrete distribution. 

Let X1, X2, … be a sequence of independent and identically distributed random 

variables taking values on 0, 1,…. with distribution function F such that F(n)<1 

for any n. The weak record times Uw(n) and weak upper record values ( )WU nX  are 

defined as follows:     

Uw(1) = 1 

Uw(n+1) = min{j> Lw(n), Xj > max (X1, X2, …, Xj-1)} 

P xi( )

1,,
1

1
][)( 1)( 












 

 mAxqp
m

x
xXpxp m

mxm
mUm
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and the corresponding weak upper record value is defined as ( 1)WU nX  . If in the 

above expression if we replace > by >, then we obtain record times and record 

values instead of weak record times and weak record values. 

The joint pmf of (1) (2) ( ), , ,
W W WU U U nX X X  is given by  

                                            (7.1) 

for 0 < x1 < x2 <…<xn <. 

For any m>1 and n>m, we can write 

      

                   =                                (7.2) 

It follows easily from (7.1) and (7.2) that the weak records, (1)WUX , (2)WUX , … 

form a Markov chain.  

The marginal pmf’s of the upper weak records are given by 

 P( = Pw,1(x1) = p(x1), x1 = 0,1,2,…,…. 

 P( = Pw,2(x2)  = Rw,1 (x2) p(x2), x2= 0,1,2,….  

where  

  
2

1 2

1
,1( )

10

( )

( 1)
w x

x x

p x
R

P x 




                                             (7.3) 

  P( =  Pw,n(xn)= Rw,n-1(xn) p(xn), 

where  

   Rw,n-1(xn) =                                          (7.4) 

The joint pmf of ( ) ( ) and  
W WU m U nX X  m <n nd XU(n), m <n is given by 

     Pw,m,n(xm,xn)  = Rw,m(xm) Aw(xm) Rwm,+1,n(xm,xn) p(xn) , 

                                   m< xm < xn –n + m <, 

where  

)()
1

1 )1(

)(
(),...,2,1n(xw,1,2,...,P nxp
n

i ixP

ixp

nxx 


 
 

)1)1(

,....)(wUX|1)1(,....)(wUP(X

x
wUX

mxmmxmwUXnxn





)1(

)(1
)

)1(

)(
(





  mxF

nxpn

mi ixP

ixp


)1)1(wUX x

)2)2(wUX x

))(wUX nxn 

)(
1

1 )1(

)(

1...210
nxp

n

i ixP

ixp

nxxx



 





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     Rw,m,n(x,y) = ,  m <n-1 

                                      =1 if m = n-1, 

 and  Aw(x) = 
 

 

8. Estimation 

It is possible to use record values to estimate the parameters of distributions.  

Example 8.1 

Suppose      1 2, ,...,U U U mX X X  are the m record values from an i.i.d. sequence from an 

exponential distribution with cdf as F(x) = 1-𝑒−
𝑥−𝜇

𝜎   , -∞ < 𝜇 < 𝑥 < ∞, 𝜎 > 0. It 

can be shown that x(m) and x(n) are sufficient statistics for of  and  . The 

minimum variance linear unbiased estimates (MVLUE)  ,    of   and  

respectively are 

          1/ˆ
1  mXmX mUU  

          1/ˆ
1  mXX UmU                          (8.1) 

with 

   1/ˆ 2  mmVar  ,    1/ˆ 2  mVar   and Cov(𝜇̂, 𝜎̂)=𝜎2/(𝑚 − 1).    (8.2) 

 

9. Characterizations  

Record values can be used to characterize various distributions. 

Theorem 9.1 

Let F be a continuous cumulative distribution function. If for some constants, a 

and b, E(X(n)|X(n-1)=x) = ax+b, then except for a change of location and scale 

parameters, 

(i) F(x) = 1-(-x)

 , -1<x<0, if 0<a<1 

(ii) F(x) = 1-e
-x

 , x   0, if a=1 

(iii) F(x) = 1-x

, x >1 if a >1,  

where   = a/(1-a).  






nmxmxmx
nxwAmxwA

....21

)1()......1(

.
)1(

)(

xP

xp
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