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Abstract 

Independent Component Analysis (ICA) is a powerful statistical method for blind source 

separation (BSS) from the mixture data. It is widely used in signal processing like audio 

signal processing, image processing, biomedical signal processing as well as processing 

any time series data. However, most of the ICA algorithms are not robust against outliers. 

In this paper we propose anew outlier rejection rule for robustification of ICA algorithms 

using β-weight function. The values of the tuning parameter β play the key role in the 

performance of the proposed method. A cross validation technique is used as an adaptive 

selection procedure for the tuning parameter β. The performance of the proposed method 

is investigated in a comparison of the popular robust Fast ICA algorithms using natural 

image signals. Simulation and experimental results show that the proposed method 

improves the performance over the existing robust Fast ICA algorithms. 

Keywords:  Independent component analysis (ICA), Minimum β-Divergence Estimator, 

β-selection, β-Weight function, Outliers and Image signals. 

AMS Classification: 54H30. 

 

1. Introduction 

ICA aims to maximize the non-goussianity or minimize the dependency among 

the variables as it seeks to recover the sources that are as independent of each 

other as possible [5]. The independence is a much stronger property than 
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uncorrelatedness [5]. Thus ICA becomes more superior to the principle 

component analysis (PCA). There are two popular model based robust ICA 

algorithms (a) FastICA algorithms [4] and (b) minimum β-divergence method [7].  

In the case of minimum β-divergence method for ICA, Gaussianity of source 

signals should be known in advance, otherwise it may produce misleading results. 

This method suggests two contrast function, where one works to recover  sub-

Gaussian signals and the other one works to recover super-Gaussian signals. For 

example, image signals are sub-Gaussian signals and audio signals are super-

Gaussian signals. Therefore, in the case of image processing or audio signal 

processing, minimum β-divergence method may works well. In other cases where 

source signals are unknown as sub-Gaussian or super-Gaussian, minimum β-

divergence method may gives misleading results. On the other hand, robust 

FastICA algorithm suffers from the non-robust prewhitening procedure and some 

outliers those make perpendicular direction with recovering vectors, where non-

robust prewhitening can be overcome by β-prewhitening [8], but the later one 

problem exist yet in the robust FastICA algorithms. Therefore, a user or researcher 

may feel inconvenience to select an appropriate ICA algorithm in some situations. 

So, in this paper, our proposal is to use outlier rejection rule [10, 11] for 

robustification of ICA algorithms based on the β-weight function [9] instead of 

existing robust ICA algorithms. 

2.  Independent Component Analysis (ICA) 

Independent component analysis (ICA) is a statistical tool for revealing hidden 

factors that underlie sets of random variables or signals. For given set of  

observations of  random variables, 𝒙(𝑡) = (𝑥1(𝑡), 𝑥2(𝑡), … . . , 𝑥𝑚(𝑡))
𝑇
,  where tis  

the time  or sample index, assume that they are generated as a linear mixture of 

independent components then ICA model is given by: 

 

(

  
 

𝑥1(𝑡)

𝑥2(𝑡).
.
.

𝑥𝑚(𝑡))

  
 
= 𝐴

(

  
 

𝑠1(𝑡)

𝑠2(𝑡).
.
.

𝑠𝑞(𝑡))

  
 

 

𝒙(𝑡) = 𝐴𝒔(𝑡),   𝑡 = 1,2, … . , 𝑛                                                                                    (2.1) 
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where, A is some unknown matrix. The aim of ICA is to estimate both the matrix 

A and the s(t), when we only observe the x(t). The ICA of a random vector x(t) 

consists of finding a linear transform 

 

𝒚(𝑡) = 𝑊𝒙(𝑡),   𝑡 = 1,2, … . , 𝑛                                                                                   (2.2) 

so that components of  y(t) are as mutually independent as possible, where W 

transformation matrix obtained by ICA algorithm [1-6]. It is also known as 

recovering matrix or unmixing matrix or pseudo inverse of A or generalized 

inverse of A. The components of a random vector y(t)are said to be independent of 

each other if and only if the density function of y is factorized as 

 

𝑝(𝒚) =∏𝑝𝑖(

𝑚

𝑖=1

𝑦𝑖) 

where, pi (yi) = ∫ p(y),…dy1,…dyi-1 dyi+1,… dym is the marginal density of yi, (i= 1, 

2, ...,m). If components of y are independent of each other, then most important 

property of their independence is 

 

𝐸 {∏ℎ𝑖(

𝑚

𝑖=1

𝑦𝑖)} =∏𝐸{ℎ𝑖(

𝑚

𝑖=1

𝑦𝑖)}

 

 

where, hi
(yi) is any measurable function of yi.  

 

3. Outlier Rejection Rule for ICA Based on β-weight Function 

(New Proposal) 

Mahalanobis distance (D
2
) is a popular measure for detection of multivariate 

outliers. It works well in presence of few outliers. However, in presence of large 

number of outliers, it produces misleading results. To overcome this problem, in 

this paper we propose β-weight function as a new alternative measure for outlier 

detection.   
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This β-weight function is originated from the minimum β-divergence estimators 

for the mean vector µ and variance- covariance matrix V 

𝝁𝑡+1 =
∑ 𝜑𝛽(𝒙𝑖|𝝁𝑡, 𝑽𝑡
𝑛
𝑖=1 )𝒙𝑖
∑ 𝜑𝛽(𝒙𝑖|𝝁𝑡, 𝑽𝑡
𝑛
𝑖=1 )

and 

 

𝑽𝑡+1 =
∑ 𝜑𝛽(𝒙𝑖|𝝁𝑡, 𝑽𝑡
𝑛
𝑖=1 )(𝒙𝑖 − 𝝁𝑡)(𝒙𝑖 − 𝝁𝑡)

𝑇

(1 + 𝛽)−1∑ 𝜑𝛽(𝒙𝑖|𝝁𝑡, 𝑽𝑡
𝑛
𝑖=1 )

 

where,   𝜑𝛽(𝒙|𝝁, 𝒗) = exp {−
𝛽

2
(𝒙 − 𝝁)𝑇𝑽−1(𝒙 − 𝝁)} 

which is known a β-weight function [9]. It produces smaller weight for each 

contaminated data vector and larger weight for each uncontaminated data vector. 

Our intention is to use this weight function to separate the data into two parts bad 

(outliers/unusual) data points and good (usual) data points. To detect outliers, we 

compute the  β-weight as follows: 

𝜑𝛽(𝒙|�̂�𝛽 , �̂�𝛽) = 𝑒𝑥𝑝 {−
𝛽

2
(𝒙 − �̂�𝛽)

𝑇�̂�𝛽
−1
(𝒙 − �̂�𝛽)} 

and then we construct a criteria to test the contaminacy of a data vector as follows: 

𝜑𝛽(𝒙|�̂�𝛽 , �̂�𝛽)  = {
𝑙𝑎𝑟𝑔𝑒𝑟 (𝑏𝑢𝑡 ≤ 1),   𝑖𝑓 𝒙 𝑖𝑠 𝑛𝑜𝑡 𝑐𝑜𝑛𝑡𝑎𝑚𝑖𝑛𝑎𝑡𝑒𝑑

𝑠𝑚𝑎𝑙𝑙𝑒𝑟 (𝑏𝑢𝑡 ≥  0),   𝑖𝑓 𝒙 𝑖𝑠  𝑐𝑜𝑛𝑡𝑎𝑚𝑖𝑛𝑎𝑡𝑒𝑑
                (2.4)    

 

Using the proposed test criteria, we take the decision that a data vector x is said to 

be contaminated by outliers if 

𝜑𝛽(𝒙|�̂�𝛽 , �̂�𝛽) ≤ 𝛿, 

where we choose the threshold value of 𝛿by 

 

𝛿=(1-η) min𝜑𝛽(𝒙|�̂�𝛽 , �̂�𝛽) +η max 𝜑𝛽(𝒙|�̂�𝛽 , �̂�𝛽) 

x∈𝓓S𝒙 ∈ 𝓓𝑺 

with heuristically η  = 0.10, where 𝓓S is the dataset. It was also used in [7,9] for 

choosing the threshold value. Then we reject or remove the contaminated data 
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points from the dataset and we can apply any ICA algorithms to the clean dataset 

to recover source signals from the robustness points of view. In this paper we 

consider Fast ICA algorithm to demonstrate the performance of the proposed 

rejection rule in a comparison of the classical Mahalanobis distance approach. 

4. Simulation Study  

To demonstrate the performance of the proposed method in a comparison of 

some existing methods, we consider the following synthetic data sets. 

1. Two-dimensional 1000 random samples were drawn from uniform distribution 

with mean zero and variance one. Figure 1a represents the scatter plot of this 

source data points. Then we mixed these data points by a random mixing 

matrix 

1.01    0.8
;

0.4      0.9
A

 
  
 

 

Figure 1b represents the scatter plot of this  mixed data points. 

 

2. 700 outliers (*) are added to data set 1to make 1700 samples in total. For 

convenience of presentation, we took last 700 observations  as outliers out of 

1700. Figure 2a represents the scatter  plot of this data set. 

Let us consider data set 1 described above. To remove outliers, first we select 

tuning parameter β using cross validation [8]. Figure 1c shows the plots of
0
( )D 



. In this plot asterisks (*) are 
0
( )D 



and a circle outside the asterisk indicates the 

smallest value. Dotted lines are
0

0
( )D SD 



 . Plot of 
0
( )D 



shown in the 

Figure 1c suggest β = 0  for 0 = 0.5 by ”One Standard Error” rule. Thus adaptive 

selection procedure suggests there is no outliers in the data set 1. Figure 1d shows 

the scatter plot of recovered sources by FastICA. Comparing Figures 1a and 1d, 

we see that recovered sources are independent with each other with non-Gaussian 

Structure. 
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 Simulation with Uniformly Distributed Datasetin Absence of Outliers 

 
 

Figure 1: (a) Scatter plot of source signals generated from uniform distribution, 

(b) Scatter plot of mixed signals, (c) Plots of 
0
( )D 



 for selection of β , (d) 

Recovered Sources by Fast ICA. 

To investigate the performance of the proposed method in presence of outliers (*), 

we consider data set 2 shown in figure 2a. To remove outliers by the proposed 

method, we select the values of the tuning parameter β by K-fold CV (k=10) as 

before. We computed 
0
( )D 



for β varying from 0 to 1 by 0.5 with 0 = 0.5. 

Figure 2b show the plots of 
0
( )D 



. In this plot the asterisk (*) are 
0
( )D 



 and 

the smallest value is indicated by a circle outside the asterisk. Dotted lines are 

0
0

( )D SD 


 .Plots of 
0
( )D 



shown in the Figure 2b have elbow shape and 

suggested β = 0.8 for β0 = 0.5 by ”One Standard Error” rule. Thus adaptive 

selection procedure suggests that outliers corrupt the data set 2, which is true as 

shown in figure 2a. Figure 2c shows the recovered sources by Fast ICA using 

dataset 2 before removing the outliers. Clearly we see that recovered sources are 

not similar to the original sources. Then we remove outliers from dataset 2 using 

Mahalanobis distance. Figure 2d shows Mahalanobis 2D for each data points. 

Figure 2e shows the mixed data after removing the outliers by Mahalanobis 2D
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with 2

1,0.95 3.84  . Clearly we see that all outliers are not removed based on 

Mahalanobis distance. Figure 2f shows the recovered sources by FastICA after 

removing outliers by Mahalanobis 2D . Clearly we see that recovered sources are 

not similar to the original sources as shown in 1a. 

Simulation with Uniformly Distributed Dataset in Presence of Outliers 

 

Figure 2: (a) Scatter plot of mixed signals with outliers (*), (b) Plots of 
0
( )D 



for selection of β ,(c) Recovered Sources by FastICA before removing outliers, (d) 

Mahalanobis distance for each data points with cut-off point  2

1,0.95 3.84  , (e) 

Mixed data after removing outliers using Mahalanobis distance, (f) Recovered 

sources by FastICA after removing outliers by Mahalanobis distance, (g)β -weight 

for each data point, (h) Mixed data after removing outliers using β-weight 
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function , (i)Recovered sources by FastICA after removing outliers by β-weight 

function. 

Then we remove outliers from data set 2 using our proposed method. The Figure 

2g shows the β-weight for each data points. Figure 2h shows the mixed data points 

after removing outliers by proposed method. Clearly we see that almost all 

outliers are removed by our proposed method. Figure 2i shows the recovered 

sources by FastICA after removing outliers by our proposed method. Clearly we 

see that recovered sources are similar to the originals sources as shown in 1a. 

4.1   Images Processing 

To demonstrate the performance of the proposed method for image processing, we 

considered two 256×256 pixels original images of flower and Gaussian noise as 

shown in figure (3a-3b), respectively. Figure 3c represents the scatter plot of these 

two original images. Then we mixed these two original images using the linear 

ICA model. Figures (3d-3e) represent the mixture of flower image and Gaussian 

noise image respectively. Figure 3f represents the scatter plot of these two mixed 

images. To recover original images from the mixture, we first apply well known 

FastICA algorithm. Figure (3g-3h) shows the recovered images of flower and 

Gaussian noise, respectively by FastICA. Figure 3i represents the scatter plot of 

these two separated images. Then we apply FastICA algorithm to recover the 

original images using our proposed method again from the same mixture. Figure 

(3j-3k) shows the recovered images of flower and Gaussian noise, respectively by 

our proposed method. In absence of outliers, clearly we see that performance of 

robust FastICA and our proposed method based FastICA is good and recovers 

almost similar images. 
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Image Source Separation in Absence of Outliers 

 

 

Figure 3: (a) Original flower image, (b) Original Gaussian noise image, (c) 

Scatter plot of original images, (d) Mixture of flower image, (e) Mixture of 

Gaussian noise image, (f) Scatter plot of two mixed images, (g) Flower image 

recovered from the mixed images by FastICA, (h) Gaussian noisy image 

recovered from the mixed images by FastICA, (i) Scatter plot of two recovered 

images by FastICA, (j) Flower image recovered from the mixed images by 

proposed method, (k) Gaussian noisy image recovered from the mixed images by 

proposed method, (l) Scatter plot of two recovered images by proposed method. 

To investigate the performance of FastICA in presence of outliers in a comparison 

of Mahalanobis distance, we added 256×6 pixel values with each mixed images 

from Gaussian distribution as outliers. Figures (4a-4b) represent the mixture of 
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flower image and Gaussian noise image in presence of outlying pixel values (+), 

respectively. Figure 4c shows scatter plot of two mixed images in presence of 

outliers. To recover original images from the mixture in presence of outliers, we 

first apply FastICA algorithm after removing outliers by Mahalanobis distance. 

Figure (4d-4e) shows the recovered images by MahalanobisD
2
. Figure 4f shows 

scatter plot of two recovered images by Mahalanobis distance. Clearly we see that 

performance of FastICA using Mahalanobis distance is not good in presence of 

outliers and recovered images cannot recognize the original images of flower and 

Gaussian noise. Then we apply the FastICA algorithm after removing outliers by 

our proposed method with β = 0.1 to recover the original images again from the 

same mixture. Figure (4g-4h) shows the recovered images of flower and Gaussian 

noise, respectively. Obviously, it is seen that the performance of robust FastICA 

using our proposed method is good and recovered images can easily recognize the 

original image of flower and Gaussian noise. 

Image Source Separation in Presence of Outliers 
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Figure 4. (a) Mixture 1 with 256×6 pixels outliers, (b) Mixture 2 with 256×6 

pixels outliers, (c) Scatter plot of two mixed images in presence of outliers (+), (d) 

Flower image recovered by FastICA using MahalanobisD
2
, (e) Gaussian noise 

image recovered by FastICA using MahalanobisD
2
, (f) Scatter plot of two 

recovered images by FastICA using MahalanobisD
2
, (g) Flower image recovered 

from the mixed images by FastICA using proposed method, (h) Gaussian noisy 

image recovered from the mixed images by FastICA using  proposed method, (i) 

Scatter plot of two recovered images by FastICA using  proposed method. 

 

5.  Conclusion 

The two popular robust ICA algorithms are minimum β divergence method [7] 

and FastICA algorithm [5]. But when the data contains outlier they do not work 

well as usual. In this paper we discuss the robustification of ICA using an outlier 

rejection rule [10]-[11]based on β-weight function [9]. The values of the tuning 

parameter β play the key role in the performance of the proposed method.  A cross 

validation technique is discussed as an adaptive selection procedure for the tuning 

parameter β[9].  If adaptive selection procedures produce β> 0, then data set is 

corrupted by outliers. If adaptive selection procedure produce β = 0, then data set 

is not corrupted by outliers. Both simulation  and real image data results show that 

FastICA algorithm is able to recover all hidden signals properly after removing 

outliers by our proposed method. But FastICA algorithm is not able to recover all 

hidden signals properly after removing outliers by Mahalanobis distance.  
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