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ABSTRACT

The integration of artificial intelligence (AI) into cultural
heritage research presents unprecedented opportunities for the
systematic documentation, analysis, and preservation of
historical architecture. This study explores the application of
Convolutional Neural Networks (CNNs) in automating the
recognition of monument features and predicting their historical
origins. Taking the Kusumba Mosque—an iconic example of
Sultanate-era architecture in Bangladesh—as a case study, the
research integrates traditional methods of architectural analysis
with state-of-the-art deep learning techniques to classify and
interpret stylistic and structural features. A custom-built deep
neural network (DNN) is trained on a curated dataset
encompassing a diverse range of architectural elements from

multiple historical periods, including Sultanate, Mughal, and
Colonial eras. The proposed model achieves a classification
accuracy of 97.10%, validating its effectiveness in
distinguishing intricate features such as domes, arches,
inscriptions, and ornamental details. The explore engagements
advanced image preprocessing and feature detection algorithms
to enhance architectural feature recognition. Beyond its
technical contributions, the research highlights the potential of
Al in digital heritage conservation by providing a scalable and
objective framework for analyzing historic monuments. This
Al-powered approach not only improves classification accuracy
but also enriches the interpretive framework for understanding
architectural evolution, thus offering a powerful tool for
historians, archaeologists, and conservationists.

1. Introduction

This study investigates the application of deep learning—specifically Convolutional Neural
Networks (CNNs)—in recognizing and analyzing the historical periods of antique monuments in
Bangladesh, with a primary focus on the Kusumba Mosque. The research emphasizes architectural
structures from the Sultanate, Mughal, and British colonial periods. By employing computational
techniques to detect distinctive architectural features, such as domes, minarets, towers, and facades,
the proposed model achieves a classification accuracy of 97.10% in determining the construction
eras of heritage buildings'. To enhance the precision of architectural style recognition, the system
integrates advanced feature detection algorithms, including Canny Edge Detection, Hough Line
Transform, Find Contours, and Harris Corner Detection. These techniques improve the model's
ability to extract and analyze intricate design elements, thereby enabling accurate historical
classification®. The study draws on recent advancements in artificial neural networks that have
proven effective in heritage analysis—such as CNNs used for decoding ancient Maya hieroglyphs,
recognizing Roman coins’ and visualizing China’s terracotta warriors. These precedents illustrate
the growing impact of Al in cultural preservation, particularly when combined with technologies
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like photogrammetry and 3D modeling to digitally document archaeological artifacts®. In this
context, the research introduces a CNN-based deep learning framework tailored to determine the
construction period of historical buildings. By focusing on key structural features unique to the
British (1858-1947), Mughal (1526-1857), and Sultanate (12061526, 1555-1540) eras, the model
offers an Al-assisted solution for architectural era classification’. Centered on the Kusumba
Mosque in Rajshahi, Bangladesh, this study serves as a case example of how computational vision
techniques can effectively bridge traditional archaeology and modern technology. The outcomes
contribute significantly to the digital preservation and academic study of South Asia’s rich
architectural heritage.®

This innovative methodology contributes in five major areas:

Era-Specific Monument Classification’.

Design of a Specialized Deep Neural Network (DNN).
Improved Feature Detection Capabilities.

Integration of CNN with DNN Architecture®.
Innovation in Archaeological Methodology’.

2. Background Study

Artificial intelligence and computer vision, particularly through deep learning and Convolutional
Neural Networks (CNNs), are revolutionizing the preservation and analysis of historical
architecture. This case study on the Kusumba Mosque demonstrates how these advanced
techniques can effectively identify architectural features and accurately classify historical
periods, contributing to the digital preservation of South Asia’s rich heritage—especially the
architectural legacy of the Sultanate era.

a0 o

= Era-Based Architectural Classification

Deep learning methods, particularly Convolutional Neural Networks (CNNs), enable accurate
classification of architectural periods by analyzing key structural elements such as domes,
minarets, and facades. This study classifies the Kusumba Mosque as a prime example of
Sultanate-era architecture, providing deeper insight into its historical and cultural relevance.
Architectural Feature Identification are below-

¢ Architectural Feature Identification

e Cultural Heritage Object Detection

¢ Neural Network Applications in Archaeology

e Analysis of South Asian Architecture through Deep Learning

Overall, the research underscores the transformative potential of artificial intelligence in
historical analysis and heritage preservation, enhancing architectural understanding and fostering
deeper appreciation of South Asia’s cultural richness.

2.1 Planning and Architectural Organization of the Kusumba Mosque: A Philosophical Reflection
The Kusumba Mosque, located in Rajshahi, Bangladesh, stands as a prominent heritage
monument from the Bengal Sultanate period, constructed in the 16™ century. This mosque
integrates spiritual symbolism, artistic expression, and functional design, reflecting a
harmonious dialogue between architectural form, religious faith, and the cultural milieu of
its time.

e Site Orientation and Layout: Sacred Alignment

In Islamic architecture, orientation holds profound spiritual significance. The Kusumba
Mosque’s gibla wall is precisely aligned toward Mecca, establishing a sacred directional axis
for worshipers. The mosque’s courtyard and surrounding spaces emphasize the concept of
ummah—creating communal areas that foster shared reflection, prayer, and social interaction.

e Structural Design: Geometry and Proportional Harmony

The mosque’s architectural plan exemplifies Islamic principles of geometric balance and
symmetry. Its five-domed arrangement symbolizes divine order and unity. The rectangular
prayer hall evokes spiritual transcendence, while the intricately terracotta-adorned mihrab
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serves as a focal point guiding worshippers toward divine presence. Adjacent to it, the
minbar stands as a symbol of religious leadership and guidance.

Figure 1. Florplan of Kusumba Mosque

e  Architectural Features: Symbolism in Design

e Key structural components convey rich symbolic meanings, intertwining material
form with spiritual intent:
* Domes and roof structures expressing cosmic harmony
* Minarets emphasizing verticality and spiritual aspiration
* Arches and openings framing sacred spaces and light
e  Materiality and Ornamentation: Expressions of Aesthetic Spirituality

The Kusumba Mosque’s terracotta decoration manifests divine order and artistic
refinement. The use of locally sourced bricks represents khilafah—the stewardship of
earth—while Arabic calligraphy imbues the structure with profound spiritual resonance.

e  Courtyard and Ablution Area: Philosophical Transition Spaces

Serving as a threshold between the secular and sacred, the mosque’s courtyard encourages
communal engagement and personal contemplation. The ablution area symbolizes
purification and spiritual renewal, essential practices before prayer.

e Climatic Adaptation: Harmonizing with Nature

Reflecting the Islamic concept of fitrah—natural harmony—the Kusumba Mosque
seamlessly integrates aesthetic beauty with functional design, responding to the regional
climate. This balance preserves historical integrity while inspiring reflection on the
interconnectedness of architecture, nature, and human spirituality.

2.2. A Critical Examination of the Indoor and Outdoor Environments of the Kusumba
Mosque: A Philosophical Reflection

The Kusumba Mosque in Rajshahi, Bangladesh, exemplifies /slamic architectural mastery,
where the seamless harmony between indoor and outdoor spaces embodies spirituality,
nature, and community. This study leverages deep learning techniques to analyze and
digitally preserve the mosque’s architectural design and historical significance.

Indoor Spaces: A Sanctuary of Divine Oneness

The mosque’s interior reflects the concept of tawhid (divine oneness). CNN-based feature
detection identifies key elements such as arches, domes, and the mihrab, enriching the

understanding of its design vocabulary and historical context.
- o

Figure 2. Indoor Environs: The Sanctuary of Transcendence
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= The Interplay of Light and Space

Utilizing CNN-driven object recognition, the analysis highlights how natural light enters
through carefully positioned windows and arches, creating an ethereal ambiance that
symbolizes divine presence. The model captures how light animates the spiritual atmosphere
within the prayer hall.

Geometric Patterns and Ornamental Design

Deep learning models detect intricate geometric motifs and floral patterns characteristic of
Islamic abstraction. These elements guide attention from the physical form toward
metaphysical symbolism, unveiling the profound spiritual meanings embedded in the
mosque’s ornamentation.

Acoustic Resonance: A Philosophical Exploration of Sound and Divine Harmony

By combining 3D modeling with deep learning-based acoustic simulations, the study
explores the mosque’s soundscape. It examines how Quranic recitations resonate through
the dome and vaulted ceilings, amplifying the worshippers’ spiritual experience within the
sacred space.

=  QOutdoor Spaces: Bridging Nature and Community
The Kusumba Mosque’s exterior environment acts as a transitional space bridging the
sacred interior with the surrounding community. Deep learning models identify

architectural features such as courtyards, pathways, and adjacent structures, illustrating the
Islamic ideal of harmonious coexistence between sacred spaces and communal life.

Figure 3. Outdoor Environs: The Interface with Nature and Community
= The Courtyard: A Space for Community and Reflection

Object recognition tools analyze the courtyard’s spatial organization, emphasizing its role
in promoting social interaction and reinforcing the Islamic principle of ummah
(community).

= Harmonizing with Nature: Architectural Integration

Deep learning analysis reveals how the mosque’s design integrates with its tropical
environment. Features like natural ventilation and raised platforms reflect sustainable
building practices aligned with Islamic principles of balance and respect for nature.

= The Pathways: Journeying Towards the Sacred

The study uses object detection to examine the mosque’s pathways, symbolizing the
spiritual progression from the temporal world to divine engagement. The serene layout of
these pathways prepares visitors for contemplative and sacred experiences.

3. Review of Existing Literature

= Kemal et al. conducted a study on building collapses caused by the recent earthquakes
in Tiirkiye. Using satellite imagery, they employed U-Net, LinkNet, FPN, and PSPNet
models for detection. The research focused on the 7.7 Pazarcik and 7.6 Elbistan
earthquakes and achieved an accuracy of 96%'°.

= Zhonghua et al. evaluated monument damage through rapid fine-grained analysis.
They applied the HRSSES method for collapse detection and employed 3D
reconstruction strategies that provided an eight-fold enhancement. The study identified
floor collapse defects from AS images using a dataset of 48,092 samples collected
from 361 houses, achieving an accuracy of 93.22%"".
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= Claudio et al. utilized machine learning models for image recognition, distinguishing
between graphical and semantic information. Their empirical evaluation achieved an
average accuracy of 80%'°.

= Jose et al. carried out image classification for damage recognition using a Fujifilm IS-
Pro digital single-lens camera. The researchers employed spectral information,
achieving 92% accuracy and a Kappa score of 85.71".

= Lingfei et al. developed object detection strategies for identifying damaged buildings,
applying YOLOv4 to aerial imagery. The study incorporated CSPDarkNet-53 and the
Focal EloU loss function, achieving accuracy rates ranging from 88.23% to 93.26%'*.

= Jaemin et al. conducted object identification for construction sites using synthetic
images to represent hazardous conditions. By applying superimposed imagery
techniques, the study achieved an accuracy of 88.6%".

= Jie et al. carried out ground and object identification using YOLOvS5. The researchers
applied feature fusion on remote sensing images and employed EfficientDet with the
DIOR dataset, achieving 80.5% accuracy—2% higher than the baseline .

4. Scope of the Study

This study investigates the Indo-Saracenic architecture of the Kusumba Mosque, highlighting
its fusion of Mughal and Sultanate elements. It analyzes the mosque’s spatial organization,
including the use of natural light within the prayer hall and the tranquil design of its
courtyards. The research further examines ongoing conservation challenges and explores the
application of modern technologies—such as mobile applications'’, 3D scanning, and
machine learning—in safeguarding the site. Ultimately, the study underscores the mosque’s
significance as a vital symbol of cultural heritage and identity.

5. Relevance of the Study

* Cultural Heritage Preservation: The application of deep learning, particularly
Convolutional Neural Networks (CNNs), significantly improves the digital
documentation and classification of historical architecture. This study contributes to
the preservation of the Kusumba Mosque by accurately identifying its Sultanate-era
features and promoting conservation efforts'.

* Architectural Restoration: Al-driven models assist in preserving historical
authenticity by recognizing and reconstructing original architectural elements. This
ensures that restoration work on monuments like the Kusumba Mosque remains
faithful to their historical origins'.

* Archaeological Research Advancement: The integration of automated era prediction
supports archaeologists in efficiently dating and interpreting architectural components,
enhancing research methodologies and facilitating more accurate digital records of
heritage sites®’.

* Tourism and Visitor Experience: The use of Al-based applications and augmented
reality (AR) tools can elevate the visitor experience by offering real-time, interactive
insights into the Kusumba Mosque’s historical context and architectural significance™.

= Education and Research: Deep Ilearning technologies empower educators,
researchers, and students with advanced tools for analyzing architectural heritage. This
fosters academic engagement, supports interdisciplinary research, and strengthens
awareness of South Asia’s cultural legacy through the lens of the Kusumba Mosque™.

6. Research Questions and Answers

Research Question 1: How can Convolutional Neural Networks (CNNs) be optimized for
monument recognition and historical era prediction of the Kusumba Mosque?

Answer: To optimize CNNs for monument recognition and historical era prediction of the
Kusumba Mosque, the model should be trained on datasets highlighting key architectural features
distinctive to the Bengal Sultanate period, including terracotta ornamentation, domes, arches, and
fagade patterns. Employing transfer learning from pre-trained models, applying data augmentation



274 Special Volume-7, 3" International Conference, 25-26 June 2025

to expand training samples, and fine-tuning hyperparameters enhances the CNN’s capability to
accurately classify architectural styles and predict the mosque’s historical era. This optimization
supports precise monument identification and aids in heritage documentation and preservation
efforts.

Research Question 2: How do advanced feature extraction techniques enhance CNN-based
historical era recognition for the Kusumba Mosque?

Answer: Advanced feature extraction methods such as the Canny Edge Detector, Hough Line
Transform, and Harris Corner Detector enhance CNN performance by highlighting distinctive
architectural details like terracotta brick patterns, ornamental motifs, and structural edges unique to
the Kusumba Mosque. By emphasizing these subtle yet critical features, these techniques improve
the CNN’s capacity to discern fine stylistic differences, leading to more precise era classification
and supporting accurate documentation and preservation of the mosque’s historical legacy.”

7. Research Approach

This research adopts an application-driven approach utilizing a Convolutional Neural Network
(CNN) to predict the historical era of monuments, with a specific focus on the Kusumba Mosque.
High-resolution images of the mosque are processed using advanced feature extraction
techniques such as the Canny Edge Detector, Hough Line Transform, and Harris Corner Detector
to capture key architectural elements. Two datasets are prepared—one for training and one for
testing the model. The CNN is designed to classify architectural styles primarily from the
Sultanate and Mughal periods. After training on the curated dataset, the model’s performance is
evaluated on the test set, demonstrating the effective integration of CNNs with classical feature
detection methods for accurate era prediction of historic monuments like the Kusumba Mosque.

8. Process of Era Classification

This study employs deep learning and computer vision techniques to identify the historical era of
the Kusumba Mosque. The Canny Edge Detector is used to delineate the mosque’s structural
outline, the Hough Line Transform extracts key geometric features, Find Contours isolates distinct
architectural components, and Harris Corner Detection refines feature extraction for detailed
analysis. These computational methods produce four processed images emphasizing critical
architectural elements, which are then analyzed by a Deep Neural Network (DNN) equipped with
multiple hidden layers and activation functions to classify features corresponding to the Bengal
Sultanate, Mughal, and British colonial periods. This framework facilitates accurate classification
of the mosque’s construction era based on its visual and structural characteristics.

By integrating deep learning with classical feature extraction, this identification system improves
the precision of historical era classification for the Kusumba Mosque, supporting enhanced
documentation, conservation efforts, and educational initiatives centered on its architectural
heritage.

Table 1. Steps of feature detection and era identification process.

Stepl v Image Selection

= Capture an image of the Kusumba Mosque focusing on distinctive architectural
elements such as domes, minarets, and fagades.

Step2 v CNN Architecture Development

Convolutional Neural Network (CNN) is designed with:
= 3 Convolution Layers: Extracting detailed architectural features.
= 2 Max-Pooling Layers: Reducing spatial dimensions while retaining key features.
= 2 Fully Connected Layers: Integrating extracted features for classification.

=  Dropout Layer: Preventing overfitting during training.
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Step 3 ¥ | Feature Extraction using Computer Vision
Apply advanced computer vision techniques to extract architectural features.
= Canny Edge Detector: Identifies structural edges.
= Hough Line Transform: Detects linear patterns in architectural design.
= Find Contours: Segments and isolates important shapes.
=  Harris Corner Detection: Identifies intricate architectural corners and motifs.
Step 4 M Input to DNN
The extracted feature images are passed to a Deep Neural Network (DNN) for classification.
Step 5 M Training with Historical Data
The DNN is trained on a dataset tailored to architectural styles from different historical
periods, including the Bengal Sultanate, Mughal, and British colonial eras.
Step 6 M DNN Structure and Classification

The network consists of three hidden layers:
=  First Hidden Layer: Analyzes domes and arches.
= Second Hidden Layer: Focuses on minaret structures.
=  Third Hidden Layer: Classifies facade details.
The activations in the final layer determine the most probable historical period.

DNN Model

[_ Mughal Features |

EEEm®
A 5

o
BlEE®

CICIOCr )

Figure 4 Architecture and process of the era identification model for Indian subcontinent old and heritage buildings.

We extracted edges from the photo, using Hough Line Transform for analysis, Find Contours®,
for segmentation, and the Harris algorithm for corner detection. These techniques generated four
images, which were processed by a Deep Neural Network (DNN) with hidden layers and
activations for the British, Sultanate, and Mughal periods. This DNN function enables the
software to classify architectural periods based on visual patterns®. Figures 4. vividly illustrate
the design and process of the period identification model.
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9. Experimental Approaches

Several computer techniques are employed to identify a building's features and traits, with a
specific experiment showcasing the detection of damaged areas in a historic structure®®. Within
the image processing domain of computer vision, various patterns, including edges, corners,
points, and more, serve as viewpoints for feature detection’”**. In this study, a range of methods,
such as the Harris Corner Detector, Canny Edge Detector, Hough Line Transform, and Find
Contours, were utilized to compile structural characteristics from buildings spanning the British,
Sultanate, and Mughal periods, forming the comprehensive training dataset.

9.1 Canny Edge Detection Technique

Edge recognition, using the Canny edge detection method, calculates intensity gradients in
horizontal (Gx) and vertical (Gy) directions to identify pixel borders. The gradient is perpendicular
to edges and rounded to represent vertical, horizontal, and diagonal directions® (see Figure 5)

Edge_Gradient(G)=,|G2+G, (1)

Angel(6) = tan™ (%) @)

Canny
Edge Detection

Raw Image

Figure 5 Feature detection of The Sadi Mosque (Mughal) by using the Canny Edge detection method.
9.2 Hough Line Transform Technique

The Hough Line Transform method is used for feature extraction in image processing, efficiently
identifying lines, including arbitrary shapes, using Polar and Cartesian coordinates. Historic
structures' lines were precisely located with this technique, represented as y = mx + b or r = x cos
0 + y sin 8°°,’". The probabilistic Hough Line Transform methodology, shown in Fig. 6, was
applied to derive the line equation for the image.
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Figure 6. Feature detection of the Lahore Museum (British) by using the Hough Line Transform method.
9.3 Contour Detection Method

Contours, representing continuous points of the same color along boundaries, are essential for
object detection and form analysis. Using the Image Moment approach, contours of antique
buildings were precisely located. The spatial structure moment, denoted by mij, compares
various shapes to identify features of historic buildings®. (see Fig. 7)
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Figure 7. Feature detection of the Tomb of Isa Khan (Mughal) by using the Find Counter detection method.

9.4 Harris Corner Detection Technique

Corner detection is a method used to identify distinct features in an image. The Harris corner
detection technique locates corners by analyzing the direction of edges around a point. It uses a
Gaussian window to assign weights to pixels and calculates image intensity differences during
displacement across x and y**,**. The Harris algorithm, applied in this experiment, helps extract
corners from images, as shown in Figure 8.

Bu)=> o e+ y+) -1y ©
Xy

Harris Corner
Detection

Raw Tmage

Figure 8. Feature detection of the Bajra Shahi Mosque (Mughal) by using the Harris corner detection method.
9.5 Dataset Preparation and Classification
Table 2. Training dataset and classification of Mughal, Sultanate, and British eras.

Feature Sultanate Eva (1206-1526)
Canny Edge Hough Line Find Countours Haris Corner
Detection Transform Techniques Dectection
Dome

Minatare

Front
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Feature Mughal Era (1206-1526)
Canny Edge Hough Line Find Countours Haris Corner
Detection Transform Techniques Dectection
Dome e !
Minatare
Front
Feature British Era (1206-1526)
Canny Edge Hough Line Find Countours Haris Corner
Detection Transform Techniques Dectection
Dome i
Minatare i

To determine the construction era, we applied feature detection techniques and built a Decision Tree
for classification into Sultanate, Mughal, and British periods. The tree structure refines "if-then" rules,
learned through training data. Table 2 shows the classification of features (Dome/Tower/Jewel,
Minaret, Front) for each era (Mughal, Sultanate, and British) using four methods: Canny Edge
Detector, Hough Line Transform, Find Contours, and Harris Corner Detector.

9.6 Deep Neural Network (DNN) Architecture

The programming technique of artificial neural networks empowers a computer to learn from
data observations. Deep learning, a valuable method leveraging neural networks, is applied in
this experiment through a Deep Neural Network (DNN). The input layer consists of five nodes
(x1, x2, x3, x4, and bias unit), as illustrated in Table 3, Fig. 5, Fig. 6, Fig. 7, and Fig. 8. Figure. 9
portrays the mathematical structure’” of the node in the neural network, where "a" represents
activation, "b" denotes bias, and "W" signifies the input layer's weight. A bias unit®® facilitates
successful learning by adjusting the activation left or right. Fig. 9 provides a comprehensive view
of the entire DNN model.”’

Table 3. Input and inputs of DNN.

Input Layer Input Image
x1 Canny Edge Detection Output Image
x2 Hough Line Transform Output Image
x3 Find Counter Output Image
x4 Harris Corner Detection Output Image
Bias Unit (b) +1
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=" Structure and Mathematical Modeling of the Node in Nearal Network

Figure 9. Structure and Mathematical Modeling of the Node in Neural Network
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Fig. 9. Mathematical formation of DNN where a is Activation, L is the layer, b is Bias Unit and
W is the Weight of the layer. From Fig. 9, the equation for each activation node (a) is as follows:
For hidden layer 1:

alt = FW Y = by ®)

After hidden layer 1:
ﬂl::L} — f{I-‘L':I:L_l:I ﬂ'i:i‘_l} + b_':i'_j-:

R R R

Here, Index = i; Activation = a; Current Layer = L; Previous Layer = L-1; Input node = x; Bias

Unit=b.

- nl=3 n2=3 1=3 i

Input Layer Relu ReLu ;—:Zu S_u T id

P i igmoi
ddenlayerl ~—~ Hiddenlayer2 = middenLayer3 Guiput Layer

_Hi

3 :
a]( 3 IP:

(12
",

ias Unit (&) Bias Unit (&) Bias Unit (&)

Bias Unit (&)
Layer L» Layer L; Layer L,

Figure 10. Deep Neural Network (DNN) for construction era identification.
The computational algorithm of the developed DNN is represented as follows:

Layer L,

Layer,L =2 (Hidden Layer1):

a® = fWOx% + W%, + W% + W Px, + bV (8)
al? = W% + W%, + wOx, + W, Vx, + bV )
al®? = fWOx +w %, + W x, + W, Vx, +b") (10)
Layer,L =3 (Hidden Layer 2):

a? = fWPa»+WH»al® + WP a® +p) (1
al’ = fwPa? +wPaP + wPal? + b») (12)
a = fwPa® +wPaP + wPal? + b)) (13)
Layer,L =4 (Hidden Layer 3):

a® = fw¥a® + waP +wPa® + ) (14)
alV = WP a® + wPaP + wPa + b) (15)
a® = fwPa® + waP + wPa® + b)) (16)

Layer,L =5(Output Layer):
hy ,(x) = a® = fwPa® +wPalP + wPaP + 6Py (17)
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In Figure 10, the network inputs are depicted as nodes. The nodes labeled "+1" represent bias
units, corresponding to intercepts. Designating ni as the number of nodes in a neural network
(without a bias unit), Weight Wi(L-1) represents the parameter linked to the relationship between
the i unit in layer L and the weight originating from layer L-1 before it. Bias units consistently
provide a value of +1, and no inputs or linkages go into the bias units. The activation ai(L) of
unit 1 in layer L is specified, where ai(L)= xi for the i-th input when L=1. The hypothesis hw,
b(x), defined by parameters W and b, produces a real number.

10. Results and Analysis
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Image Image
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Figure 11. CNN model for era identification of the old building.

The model accurately determines the construction era by analyzing architectural features such as
the fagade, dome, and minaret through a computational algorithm. Its performance is assessed
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using confusion matrices, and the CNN model—trained on an optimized dataset—effectively
classifies the era, as shown in Fig. 11. The results of construction era identification for the
Sultanate period using the CNN model are presented in Fig. 12.

Mame Type Size Value
edges NoneType |1 NoneType object of builtins module
img NoneType 1 NoneType object of builtins module
prediction |str 1 Sultani
result float3z (1, 5) [[e. 8. &. 1. 8.]]
test_image float32 (1, 64, 64, 3) [[[E g g g%

Figurel2. Results of construction era identification of Sultanate period by using the CNN model.
Accuracy is also used as a statistical grade for the test calculations. The law for calculating
accuracy is:

(TP+TN)
(TP+TN + FP+FN)

Accuracy = X 100% (18)

Where,
TP = True Positive; FP = False Positive;
TN = True Negative; FN = False Negative

In this research, a total tested 500 images data has been used. The Sultanate building contains
270 data, Mughal building 130, and British building 100 data. We get, TP = 254, TN =227, FP =
3, FN =16. Following the above equation 18 for the raw data, 97.10% accuracy was achieved
from this research. This research achieved much better accuracy than the recent previous work.
In the previous work, the researchers got 92.33% by using only the Canny Edge Detector method
for Mughal and Sultanate periods.

11. Performance Evaluation: Training and Validation Insights

The effectiveness of the model is assessed through training accuracy vs. validation accuracy,
illustrated in Figure 12. The left plot demonstrates accuracy over 20 epochs, with initial rapid
improvement followed by fluctuations—suggesting instability due to overfitting or learning rate
issues. Interestingly, validation accuracy occasionally surpasses training accuracy, likely due to
dropout or regularization techniques stabilizing learning.

Accuracy Loss

10
—— Train Loss
7 val Loss

e ﬂ/“'\/ \/\ :

Acturacy
Loss

—— Train Arcuracy
o0 wval Accuracy

13 50 75 wo 123 15.0 175 25 50 15 0.0 125 150 175
Epochs Epachs

Figure 13. The Results on Train Accuracy VS Validation Accuracy

The right plot tracks loss over epochs, where increasing validation loss indicates overfitting—a
common deep learning challenge. To counteract this, strategies such as:

e Regularization (L1/L2 and dropout)

e Early stopping

e Data augmentation

e Hyperparameter tuning can be employed to enhance model generalization and

prevent excessive memorization of training data.
e Comparison with Existing Research
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Table 4. Literature review represented

References Implementation Accuracy
Kenal et al. | Satellite imagery was processed using U-Net, LinkNet, FPN, and PSPNet. 96%
Zhonghua et | The HRSSES approach was employed for collapse detection and integrated 93.22%
al. with 3D reconstruction techniques to achieve an eight-fold improvement.
Claudio et al. | The study distinguished between graphical and semantic information. 80%
Jose et al. A Fujifilm IS-Pro digital single-lens camera was used, and the researchers 92%
employed spectral data.
Lingfei et al. | Incorporated CSPDarkNet-53 and the Focal EoU loss function. 93.26%
Jaemin et al. | This research employed synthetic images to analyze hazardous construction 88.6%
sites.

Jie et al. Remote sensing images were used, and feature fusion was performed. 80.5%
Proposed By combining convolutional neural networks (CNNs) with specialized 97.10%
Approach feature detection techniques—including edge, line, and corner

detection—this research introduces a novel method for accurately
identifying architectural eras.

A comparative study with seven prior implementations (Table 4) highlights the effectiveness of
this approach. While existing methods such as U-Net, spectral analysis, and CSP-DankNet 53
achieve impressive accuracy (ranging from 80% to 98%), the proposed CNN-based model—
integrating specialized feature detection techniques like edge, line, and corner analysis—achieves
a breakthrough accuracy of 97.10%.

12. Conclusion

This study illustrates the application of artificial neural networks combined with advanced
feature extraction techniques to predict the construction era of historic monuments, focusing on
the Kusumba Mosque. Utilizing algorithms such as the Canny Edge Detector, Hough Line
Transform, Find Contours, and Harris Corner Detector enhances the model’s accuracy in
classifying architectural styles from the Sultanate, Mughal, and British periods. Despite these
advancements, challenges persist, particularly when processing low-resolution or distorted
images, which can reduce predictive reliability. Future work will aim to refine the model’s
robustness, improving its capability to accurately identify architectural features even in
suboptimal image conditions.
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